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1. Introduction and summary.

In testing independence of two random variables based on rank statistics, several rank statistics such as Spearman’s \( \rho \), Kendall’s \( \tau \), normal score statistics, etc. are available and performance of the tests based on these statistics has been studied for some models; see, e.g., Bhuchongkul [3], Farlie [5], Hájek and Šidák [8] and Konijn [9].

In this paper we study the one-sided and two-sided locally most powerful rank tests (LMPRT) to test the independence of \( p \)-dimensional random variables \( (p \geq 2) \) with \( q \)-parameters, where the independence is characterized by the value zero for all parameters. The term ‘locally’ means that parameters are included in some neighbourhood of the origin. Two-sided LMPRT will be considered only when one-sided LMPRT does not exist.

In Sections 5 and 6 asymptotic normality of the test statistic in the one-sided LMPRT will be studied.

In this paper, only total independency is adopted as a null hypothesis, so that neither pairwise independence nor general independency of sets of variables will not be dealt with. These two independencies have been studied in Puri and Sen [12] and their other several papers and also in Anderson [2] for the normal case.

2. Notations and assumptions.

Let \( X_{N1}, \ldots, X_{NN} \) be mutually independent random variables and each \( X_{Ni} = (X_{N1i}, \ldots, X_{Npi})' \) be distributed with a density function \( f(x_1, \ldots, x_p, c_{Ni1}\theta_1, \ldots, c_{Niq}\theta_q) \), where the function form of \( f \) is known, all \( c \)'s are known constants and \( \theta \)'s are parameters each of which has a range containing the origin. We assume that, if and only if all \( \theta \)'s are zero, there exist some density functions \( f_1, \ldots, f_p \) such that

\[
f(x_1, \ldots, x_p, 0, \ldots, 0) = \prod_{i=1}^{p} f_i(x_i).
\]

To simplify the notations, we shall write \( f(x_1, \ldots, x_p, c_{Ni1}\theta_1, \ldots, c_{Niq}\theta_q), f(x_1, \ldots, x_p, \theta_1, \ldots, \theta_q) \) and \( f(x_1, \ldots, x_p, 0, \ldots, 0) \) as \( f(x, c_{Ni}\theta), f(x, \theta) \) and \( f(x) \) respectively.

Now we give some notations and assumptions to be used throughout the paper.
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First,

\begin{align}
\psi_r(x, \theta) &= (\partial/\partial \theta_r) \log f(x, \theta), \\
\psi_r(x) &= \psi_r(x, \theta), \\
\psi_{rs}(x, \theta) &= (\partial^2/\partial \theta_r \partial \theta_s) f(x, \theta)/f(x, \theta), \\
\psi_{rs}(x) &= \psi_{rs}(x, \theta),
\end{align}

for \( r, s = 1, \ldots, q \) and \( \theta = (0, \ldots, 0) \). Next,

**ASSUMPTION A1.** \( f(x, \theta) \) is totally differentiable with respect to \( \theta \) in some open set which contains the origin of \( \mathbb{R}^q \), and

\[ E_0 |\psi_r(X, \theta)| \longrightarrow E_0 |\psi_r(X)| \quad \text{as} \quad |\theta| \rightarrow 0 \quad \text{for} \quad r = 1, \ldots, q, \]

where the expectation \( E_\theta \) is computed under the distribution with the density \( f(x, \theta) \).

**ASSUMPTION A2.** Constants \( c_{ir}, i = 1, \ldots, N, r = 1, \ldots, q \), are known such that some of them are not equal to zero for every \( N \).

**ASSUMPTION A3 (One-sided hypothesis).** \( \theta_r > 0 \) for \( r = 1, \ldots, q \),

\[ \theta_r \longrightarrow 0 \quad \text{for} \quad r = 1, \ldots, q, \]

\[ \theta_r (\sum_{i=1}^q \theta_i)^{-1} \longrightarrow \lambda_r \quad \text{for} \quad r = 1, \ldots, q, \]

where \( \lambda_1, \ldots, \lambda_q \) are fixed numbers.

In the one-parameter case, Assumption A_3 reduces to the ordinary one-sided hypothesis. Similarly, the following A_3 reduces to the ordinary two-sided hypothesis.

**ASSUMPTION A'_3 (Two-sided hypothesis).** \( \sum_{r=1}^q \theta_r \) is not equal to zero, and the limiting conditions (2.6) and (2.7) hold.

**ASSUMPTION A_4.** \( (\partial/\partial \theta_r)f(x, \theta) \) is totally differentiable with respect to \( \theta \) in some open set which contains the origin of \( \mathbb{R}^q \) for \( r = 1, \ldots, q \), and

\[ E_\theta |\psi_{rs}(X, \theta)| \longrightarrow E_\theta |\psi_{rs}(X)| \quad \text{as} \quad |\theta| \rightarrow 0 \quad \text{for} \quad r, s = 1, \ldots, q. \]

This Assumption A_4 will be used to derive two-sided LMPRT. Finally, we state the hypotheses involved.

\begin{align}
\text{(2.9)} & \quad H_{N_0}: \text{Each } X_{Ni} \text{ has a density function } f(x). \\
\text{(2.10)} & \quad H_{N_0 \theta}: \text{Each } X_{Ni} \text{ has a density function } f(x, c_N, \theta). \\
\text{(2.11)} & \quad H_{N \theta}: \text{Each } X_{Ni} \text{ has a density function } f(x, \theta). 
\end{align}

3. **Locally most powerful rank tests.**

Let \( R_N = (R_{N1}, \ldots, R_{NN}) \) be the rank matrix of \( X = (X_{N1}, \ldots, X_{NN}) \), where \( R_{Ni} = (R_{N1i}, \ldots, R_{Npi})' \) and \( R_{Nir} \) denotes the rank of \( X_{Nir} \) among \( X_{Nis}, \ldots, X_{NNr} \). Every test considered in this paper is based on a function of \( R_N \). First, we state the following theorem.

**Theorem 1.** Under Assumptions A_1, A_2 and A_3 the test for \( H_{N \theta} \) against \( H_{N_0 \theta} \)
based on the statistic $S_N(R_N)$, where

$$
S_N(R_N) = \sum_{k=1}^{N} \sum_{r=1}^{q} c_{Nkr} \lambda_r E_\theta [\phi_r(X_{Nk}) | R_{Nk}],
$$

that is $H_{N \theta}$ is rejected if $S_N(R_N)$ is larger than a given constant and accepted otherwise, is locally most powerful among rank tests at the respective level.

**Proof.** The proof goes along the same line as in [8], Chapter II. Let $P_\theta(A)$ be the probability of an event $A$ under $H_{N \theta}$. Let $r=(r_1, \ldots, r_N)$ be the observed rank matrix. Then we have

$$
P_\theta(R_N = r) = P_\theta(R_N = r)
$$

$$
= \int \cdots \int (\prod_{i=1}^{N} f(x_i, c_{N1}) - \prod_{i=1}^{N} f(x_i)) dx_1 \cdots dx_N
$$

$$
= \sum_{k=1}^{N} \sum_{r=1}^{q} c_{Nkr} \theta_r \int \cdots \int (\prod_{i=1}^{N} f(x_i, c_{N1}) - \prod_{i=1}^{N} f(x_i)) (c_{Nkr} \theta_r f(x_k))^{-1}
$$

$$
\times [f(x_k, c_{Nkr}, \ldots, c_{Nkr}, 0, \ldots, 0) - f(x_k, c_{Nkr}, \ldots, c_{Nkr}, 0, \ldots, 0)] dx_1 \cdots dx_N.
$$

For simplicity, let us denote by $F$ the function under the integral sign of (3.4). Then due to the first half of $A_1$,

$$
F \longrightarrow \phi_r(x_k) \prod_{i=1}^{N} f(x_i) \quad \text{as } |\theta| \to 0,
$$

and we easily get the following relation.

$$
\int \cdots \int |F| dx_1 \cdots dx_N
$$

$$
\leq (c_{Nkr} \theta_r)^{-1} \int \cdots \int (\prod_{i=1}^{N} f(x_i)) (c_{Nkr} \theta_r f(x_k))^{-1} dx dt.
$$

Using $A_1$, the right side of (3.6) converges to

$$
\int \cdots \int \frac{\partial}{\partial \theta_r} f(x, 0) \left| \begin{array}{c}
\int \cdots \int |\phi_r(x_k) \prod_{i=1}^{N} f(x_i) dx_1 \cdots dx_N.
\end{array}
\right.
$$

On combining the facts (3.5), (3.6) and (3.7), from Theorem II.4.2 of [8], we get

$$
\int \cdots \int F dx_1 \cdots dx_N \longrightarrow \int \cdots \int |\phi_r(x_k) \prod_{i=1}^{N} f(x_i) dx_1 \cdots dx_N \quad \text{as } |\theta| \to 0.
$$

Therefore,

$$
(P_\theta(R_N = r) - P_\theta(R_N = r)) (\sum_{r=1}^{q} \theta_r)^{-1}
$$

$$
\longrightarrow \sum_{k=1}^{N} \sum_{r=1}^{q} c_{Nkr} \lambda_r \int \cdots \int \phi_r(x_k) \prod_{i=1}^{N} f(x_i) dx_1 \cdots dx_N
$$

$$
= (N!)^{-p} \sum_{k=1}^{N} \sum_{r=1}^{q} c_{Nkr} \lambda_r E_\theta [\phi_r(X_{Nk}) | R_{Nk} = r_k].
$$
where the limit was taken subject to $A_3$. This fact implies that there exists an $\varepsilon > 0$ such that if $0 < \frac{1}{r} \sum \theta_r < \varepsilon$, $|\theta_r| < \varepsilon$ and $|\theta_r(\sum \theta_r)^{-1} - \lambda_r| < \varepsilon$ for $r = 1, \cdots, q$, then,

$$
S_N(R_N = r) > S_N(R_N = r') \iff P_\theta(R_N = r) > P_\theta(R_N = r').
$$

In view of Neyman-Pearson lemma, this completes the proof.

In some problems of testing independence, all $c$'s are equal and $S_N(R_N)$ turns out to be trivial or identically equal to zero (cf. Example (d) in Section 4). In such cases we consider the two-sided case under the following assumption.

**Assumption $A_5$.**

$$
\sum_{k=1}^q E_0(\psi_r(X_{N_k}) | R_{N_k}) = 0 \quad \text{for } r = 1, \cdots, q.
$$

Two-sided LMPRT is given by the following theorem.

**Theorem 2.** Assume Assumptions $A_1$, $A'_3$, $A_4$ and $A_5$ and also that $c$'s are equal to 1. Then locally most powerful rank test for $H_{N_0}$ against $H_{N_\theta}$ is based on the statistic $T_N(R_N)$,

$$
T_N(R_N) = \sum_{k=1}^q \sum_{r=1}^q \lambda_r^* E_0[\psi_r(X_{N_k}) | R_{N_k}]
$$

PROOF. As in the proof of Theorem 1, we easily find that

$$
P_\theta(R_N = r) = P_\theta(R_N = r)
$$

$$
= \sum_{k=1}^q \sum_{r=1}^q \int_{x_{N_k} = r} \cdots \int_{x_{N_{k-1}} = r} \left( \frac{\partial}{\partial t} f(x_k, \theta) \prod_{l=k+1}^{k-1} f(x_l) \right) \left( \prod_{l=1}^{k-1} \frac{\partial^2}{\partial \theta_l^2} f(x_l, \theta) \right) \prod_{l=k+1}^k f(x_l) \int_0^{\theta_r} dt \cdots dx_N
$$

$$
= \sum_{k=1}^q \sum_{r=1}^q \int_{x_{N_k} = r} \cdots \int_{x_{N_{k-1}} = r} \left( \frac{\partial}{\partial t} f(x_k, \theta) \prod_{l=k+1}^{k-1} f(x_l) \right) \left( \prod_{l=1}^{k-1} \frac{\partial^2}{\partial \theta_l^2} f(x_l, \theta) \right) \prod_{l=k+1}^k f(x_l) \int_0^{\theta_r} dt \cdots dx_N
$$

$$
= \sum_{k=1}^q \sum_{r=1}^q \theta_r \int_{x_{N_k} = r} \cdots \int_{x_{N_{k-1}} = r} \left( \frac{\partial}{\partial \theta_r} f(x_k, \theta) \prod_{l=k+1}^{k-1} f(x_l) \right) \prod_{l=k+1}^k f(x_l) dt \cdots dx_N.
$$

Let us denote (3.16), (3.17) and (3.18) by $B_1$, $B_2$ and $B_3$ respectively and consider

$$
(P_\theta(R_N = r) - P_\theta(R_N = r))(\sum_{r=1}^q \theta_r)^{-2},
$$

when $|\theta| \to 0$ subject to $A'_3$.

First it can be easily shown, as in the proof of Theorem 1, by $A_4$ and Theorem II. 4.2 of [8], that $B_1(\sum \theta_r)^{-2}$ and $B_2(\sum \theta_r)^{-2}$ tend to
(3.20) \[ \frac{1}{2} (N!)^{-p} \sum_{k=1}^{N} \sum_{r=1}^{q} \lambda_r^2 E_o[\psi_{rr}(X_{Nk}) | R_{Nk} = r_k], \]

(3.21) \[ (N!)^{-p} \sum_{k=1}^{N} \sum_{r=1}^{q} \lambda_r \lambda_s E_o[\psi_{rs}(X_{Nk}) | R_{Nk} = r_k] \]

respectively.

Next we turn to \( B_5(\sum_{r=1}^{q} \theta_r)^{-2} \), which can be written as

(3.22) \[ B_5(\sum_{r=1}^{q} \theta_r)^{-2} \]

\[ = (\sum_{r=1}^{q} \theta_r)^{-2} \sum_{k=1}^{N} \sum_{r=1}^{q} \theta_r \int \cdots \int \left[ \sum_{k'=1}^{k-1} \left( f(x_{k'}, \theta) - f(x_{kr}) \right) \prod_{t=1}^{k'-1} f(x_t, \theta) \prod_{t=k+1}^{k-1} f(x_t) \right] \]

\[ + \prod_{t=1}^{k-1} f(x_t)] \times \frac{\partial}{\partial \theta_r} f(x_k, 0) \prod_{t=k+1}^{N} f(x_t) dx_1 \cdots dx_N \]

(3.23) \[ = (\sum_{r=1}^{q} \theta_r)^{-2} \sum_{k=1}^{N} \sum_{r=1}^{q} \sum_{r=1}^{q} \int \cdots \int \left( \prod_{t=1}^{k-1} f(x_t, \theta) \prod_{t=k+1}^{N} f(x_t) \right) \]

\[ \times (f(x_k, \theta_1, \cdots, \theta_s, 0, \cdots, 0) - f(x_k, \theta_1, \cdots, \theta_{s-1}, 0, \cdots, 0)) \psi_r(x_k) dx \cdots dx_N \]

(3.24) \[ + (\sum_{r=1}^{q} \theta_r)^{-2} \sum_{k=1}^{N} \sum_{r=1}^{q} \int \cdots \int \psi_r(x_k) \prod_{t=1}^{N} f(x_t) dx_1 \cdots dx_N. \]

Assumption \( A_s \) means that the term (3.24) is equal to zero, while \( A_1 \) and \( A_s' \) jointly imply that the term (3.23) has the limit given by

(3.25) \[ \sum_{k'=k}^{q} \sum_{r=1}^{q} \lambda_r \lambda_{k'} \int \cdots \int \psi_r(x_k) \psi_{k'}(x_{k'}) \prod_{t=1}^{N} f(x_t) dx_1 \cdots dx_N \]

(3.26) \[ = (N!)^{-p} \sum_{k=1}^{N} \sum_{r=1}^{q} \lambda_r \lambda_s E_o[\psi_{rs}(X_{Nk}) \psi_s(X_{Nk}) | R_{Nk} = r_k, R_{Nk'} = r_{k'}]. \]

From (3.20), (3.21), (3.26), the symmetry with respect to \( k \) and \( k' \), and the symmetry with respect to \( r \) and \( s \), it follows that the expression (3.19) tends to

(3.27) \[ \frac{1}{2} (N!)^{-p} \sum_{k=1}^{N} \sum_{r=1}^{q} \lambda_r^2 E_o[\psi_{rr}(X_{Nk}) | R_{Nk} = r_k] \]

\[ + \frac{1}{2} (N!)^{-p} \sum_{k=1}^{N} \sum_{r=1}^{q} \lambda_r \lambda_s E_o[\psi_{rs}(X_{Nk}) | R_{Nk} = r_k] \]

\[ + \frac{1}{2} (N!)^{-p} \sum_{k \neq k'} \sum_{r=1}^{q} \lambda_r \lambda_{k'} E_o[\psi_{rk}(X_{Nk}) \psi_{k'}(X_{Nk'}) | R_{Nk} = r_k, R_{Nk'} = r_{k'}] \]

\[ = \frac{1}{2} (N!)^{-p} T_N(R_N = r). \]

The rest of the proof is same as the proof of Theorem 1.

4. Examples.

\( S_p^N(R_N) \) and \( T_N^p(R_N) \) for some models will be given in this section. The latter is restricted to Hájek's model only. We assume that the required assumptions are
satisfied. In the bi- or tri-variate case, let \((R_1, \ldots, R_N)\) and \((Q_1, \ldots, Q_N)\) denote the rank matrix respectively.

(a) Bivariate normal distribution.

Let \((X_1, Y_1), \ldots, (X_N, Y_N)\) be mutually independent bivariate normal random variables having common mean vector \((\mu_1, \mu_2)\) and the dispersion matrix \(\begin{pmatrix} 1 & c_k\rho \\ c_k\rho & 1 \end{pmatrix}\) for \((X_k, Y_k)\), where \(\mu_1, \mu_2\) and \(\rho > 0\) are unknown parameters.

Then the function \(\phi\) in Section 2 is easily calculated to be \((x-\mu_1)(y-\mu_2)\), so we can get

\[
S_N(R_N) = \sum_{k=1}^{N} c_k E_0 X_{(R_k)} E_0 Y_{(Q_k)},
\]

where \(E_0 X_{(i)} = E_0 Y_{(i)}\) is the expectation of the \(i\)-th order statistic in the sample of size \(N\) from the standardized normal distribution. If \(c_k = 1\) for \(k = 1, \ldots, N\), then \(S_N(R_N)\) is the well known normal score test statistic.

(b) Trivariate normal distribution.

Let \((X_k, Y_k, Z_k)\) \(k = 1, \ldots, N\) be mutually independent normal random variables having common mean vector \((\mu_1, \mu_2, \mu_3)\) and the dispersion matrix \(\begin{pmatrix} 1 & c_k\rho_1 & c_k\rho_2 \\ c_k\rho_1 & 1 & c_k\rho_3 \\ c_k\rho_2 & c_k\rho_3 & 1 \end{pmatrix}\) for \((X_k, Y_k, Z_k)\), where \(\rho_1, \rho_2, \rho_3 > 0\) and \(\rho_r \to 0\) for \(r = 1, 2, 3\). A short calculation shows that

\[
S_N(R_N) = \sum_{k=1}^{N} c_k E_0 X_{(R_k)} E_0 Y_{(Q_k)} + \sum_{k=1}^{N} c_k E_0 X_{(R_k)} E_0 Z_{(S_k)}
\] 

\[
+ \sum_{k=1}^{N} c_k E_0 Y_{(Q_k)} E_0 Z_{(S_k)}. 
\]

In (a) and (b), Assumption A_1 is always satisfied.

(c) Farlie’s model.

Farlie [5] proposed the following model:

\[
H(x, y) = F(x)G(y)\{1+\alpha A(F(x))B(G(y))\}, \quad \alpha \geq 0,
\]

where \(F\) and \(G\) are distribution functions, and \(A\) and \(B\) satisfy some regularity conditions. In this model, without loss of generality, we assume that \(F\) and \(G\) have density functions \(f\) and \(g\) respectively, and that \(A\) and \(B\) are bounded and differentiable, and then we adopt (4.3) with \(\alpha\) replaced by \(c_k\alpha\) as the distribution of \((x_k, y_k)\), \(k = 1, \ldots, N\). Then a simple calculation shows that

\[
S_N(R_N) = \sum_{k=1}^{N} c_k E_0[A(F(X_k)) + F(X_k)A'(F(X_k)) | R_k]
\]

\[
\times E_0[B(G(Y_k)) + G(Y_k)B'(G(Y_k)) | Q_k].
\]

Farlie showed that if \(A = 1-F, B = 1-G\) and \(c_k = 1\) for \(k = 1, \ldots, N\), then Spearman’s \(\rho\) is asymptotically equivalent to either of Kendall’s \(\tau\), product moment correlation
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coefficient and probability of concordance. Under Farlie's specification, however, LMPRT is given by

\begin{equation}
S_N(R_N) = \sum_{k=1}^{N} \left(1 - \frac{2R_k}{N+1}\right) \left(1 - \frac{2Q_k}{N+1}\right),
\end{equation}

which is equivalent to Spearman's $\rho$.

(d) Hájek's model.

Here we consider Hájek's model proposed in [8], p. 75. Let $(X_k, Y_k), k = 1, \ldots, N$, be random variables defined by $X_k = X^*_k + c_k A Z_k, Y_k = Y^*_k + c_k A Z_k$, where $(X^*_k)$, $(Y^*_k)$, and $(Z_k)$ are mutually independent and each one is an i.i.d sequence, while the $c$'s are known constants and $A$ is an unknown parameter. Let $f, g$ and $M$ denote the density functions of $X^*$ and $Y^*$ and the distribution function of $Z$ respectively. Then the density function of $(X_k, Y_k)$ is given by

\begin{equation}
h_k(x, y) = f(x - c_k A z) g(y - c_k A z) dM(z).
\end{equation}

We assume here that required assumptions hold and that the first and second differentiation with respect to $A$ can be taken under the integral sign and also that $Z$ has a finite variance. Then we can get

\begin{equation}
S_N(R_N) = -E Z \sum_{k=1}^{N} c_k \left[ E_0 \left( \frac{f'(X_k)}{f(X_k)} \bigg| R_k \right) + E_0 \left( \frac{g'(Y_k)}{g(Y_k)} \bigg| Q_k \right) \right].
\end{equation}

If either $E Z = 0$ or $c_k = 1$ for any $k$, then $S_N(R_N)$ is identically equal to zero, and hence useless. Now a straight-forward calculation leads to

\begin{equation}
T_N(R_N) = 2(\text{var } Z) \sum_{k=1}^{N} E_0 \left[ \frac{f'(X_k)}{f(X_k)} \bigg| R_k \right] E_0 \left[ \frac{g'(Y_k)}{g(Y_k)} \bigg| Q_k \right].
\end{equation}

The statistic (4.8) is equivalent to that of [8], p. 76, but the assumptions right here is stronger than those in [8].

5. Asymptotic normality of the statistic $S_N(R_N)$ under the null hypothesis.

The exact distribution of the statistic $S_N(R_N)$ is hard to obtain when the sample size $N$ is large, so that we show that when $\theta = 0$ the limiting distribution is normal under some regularity conditions. First we need the following lemma which is a slight generalization of Lemma 6.1 of [6], but a variation of Lemma 2.1 of [11] as well, and which can be proved by using the martingale theory due to Doob [4] as in [11].

**Lemma 1.** Let $X_{N1}, \ldots, X_{NN}$ be an i.i.d sequence of $p$-variate random variables whose components are also independent. Let $R_{Nk}, k = 1, \ldots, N$, be the rank vector of $X_{Nk}$ and $\phi$ be a Borel measurable function of $p$ variables such that $E|\phi|^2 < \infty$. Then it holds that

\begin{equation}
\lim_{N \to \infty} E[ E(\phi(X_{N1}) | R_{N1}) - \phi(X_{N1})]^2 = 0.
\end{equation}

Next we define
\[ T_N = N^{-1/2} \sum_{k=1}^{N} \sum_{r=1}^{q} c_{Nkr} \hat{\varphi}_r(X_{Nk}) , \]
and
\[ \hat{e}_{Nr} = N^{-1} \sum_{k=1}^{N} c_{Nkr} \quad \text{for } r = 1, \ldots, q . \]

And we assume that

**Assumption A₆.**
\[ \max_{k,r} c_{Nkr} = 0(1) . \]

**Assumption A₇.**
\[ N^{-1} \sum_{i=1}^{p} E \varphi_r(X_{N(i1)}, \ldots, X_{N(ip)}, p, X_{N(j1)}, \ldots, X_{N(jp)}) = o(1) \]
for \( t = 1, \ldots, p \) and \( r, s = 1, \ldots, q \), where \( X_{N(i1)}, \ldots, X_{N(ip)} \) and \( \sum \) means the sum over all possible sets of ranks, \( (i_1, \ldots, i_p) \) and \( (j_1, \ldots, j_p) \), under the sole condition that \( i_t = j_t \).

Verification of Assumption A₇ may happen to cause some difficulty. But A₇ is satisfied for Examples (a), (b) and (c) in Section 4 and the following lemma stated without proof gives a simple sufficient condition for A₇ to be satisfied.

**Lemma 2.** If \( \varphi_r(x) = \sum_{i=1}^{n} h_{ir}(x_i) \cdots h_{pr}(x_p) \) \( r = 1, \ldots, p \) and if
\[ N^{-1} \sum_{k=1}^{N} E_0 \left[ h_{i1r}(X_{Nk}) | R_{Nkr} \right] = 0 \quad \text{for } s, r = 1, \ldots, p \text{ and } t = 1, \ldots, n, \]
then \( \{ \varphi_r \}_{r=1}^{p} \) satisfies (5.5).

Asymptotic equivalence of \( N^{-1} S_N(R_N) \) and \( T_N \) is shown by the following lemma.

**Lemma 3.** Assume that Assumptions A₁, A₄ and A₇ are satisfied and also that \( E_0 \varphi_r^2(X) < \infty \) for \( r = 1, \ldots, q \). Then \( N^{-1/2} S_N(R_N) - T_N \) converges to zero in probability as \( N \to \infty \) under \( H_0 \).

**Proof.** We shall show that \( E_0(N^{-1/2} S_N(R_N) - T_N)^2 \to 0 \) as \( N \to \infty \). Define
\[ Y_{Nkr} = E_0[ \varphi_r(X_{Nk}) | R_{Nkr}] - \varphi_r(X_{Nk}) . \]
Then
\[ E_0(N^{-1/2} S_N(R_N) - T_N)^2 = N^{-1} E_0 \left( \sum_{k=1}^{N} \sum_{r=1}^{q} c_{Nkr} \lambda_r Y_{Nkr} \right)^2 \]
\[ = N^{-1} \sum_{k=1}^{N} \sum_{r=1}^{q} c_{Nkr} c_{Nkr} \lambda_r \lambda_s E_0 Y_{Nkr} Y_{Nrs} \]
\[ + N^{-1} \sum_{k=1}^{N} \sum_{r=1}^{q} \sum_{s=1}^{q} c_{Nkr} c_{Nks} \lambda_r \lambda_s E_0 Y_{Nkr} Y_{Nrs} . \]

In view of symmetry of \( Y_{Nkr} \) with respect to the subscript \( k \). By virtue of A₄ and Lemma 1, the first term of (5.9) tends to zero as \( N \to \infty \). Now we turn to the second term of (5.9). Since
\[ \sum_{k=1}^{N} \sum_{r=1}^{q} c_{Nkr} c_{Nkr} = 0(N) , \]
by Assumption A₄, we have only to show that
\[ E_0(Y_{N1r}Y_{N2s}) = o(N^{-1}) . \]

Now A₁ implies that
\[ E_0(\psi_r(X)) = 0 \quad \text{for } r = 1, \ldots, q, \]
and hence
\[ E_0(Y_{N1r}Y_{N2s}) = E_0\{E_0(\psi_r(X_{N1})|R_{N1})E_0(\psi_s(X_{N2})|R_{N2}) - \psi_r(X_{N1})E_0(\psi_s(X_{N2})|R_{N2}) \} . \]

Considering the rank conditional expectation, we can easily get
\[ E_0(Y_{N1r}Y_{N2s}) = -E_0(E_0(\psi_r(X_{N1})|R_{N1})E_0(\psi_s(X_{N2})|R_{N2})) \]
\[ = -(N(N-1))^{-p} \sum_{i_1\neq j_1, i_2\neq j_2} E_0\psi_r(X_{N(i1)_1}) \ldots X_{N(i1)j_1}, \ldots, X_{N(j2)p})E_0\psi_s(X_{N(j2)1}) \ldots, X_{N(j2)p}) \]
\[ = -(N(N-1))^{-p} \{ \sum_{i_1j_1} \sum_{i_2j_2} \sum_{i_3j_3} + \ldots + B_p \sum_{i_1j_1} \sum_{i_2j_2} \sum_{i_3j_3} \} \times E_0\psi_r(X_{N(i1)_1}) \ldots X_{N(j2)p})E_0\psi_s(X_{N(j2)1}) \ldots, X_{N(j2)p}) , \]
where \( B_1, \ldots, B_p \) are constants depending only on \( p \) and each summation extends over all possible values of ranks subject to the specified conditions. Using (5.12) and A₇, it can be easily shown that (5.11) holds. This completes the proof.

Using above lemmas, we can get the following Theorem.

**THEOREM 3.** Assume that Assumptions A₁, A₄ and A₇ are satisfied and \( E_0\psi_r^*(X) \) exists for \( r = 1, \ldots, q \). Then, under \( H_{NO} \), \( N^{-1/2}S_N(R_N) \) is asymptotically normal with mean 0 and variance \( \sigma^2_N \) as \( N \to \infty \), where
\[ \sigma^2_N = N^{-1} \sum_{k=1}^{N} \sum_{i=1}^{q} \sum_{j=1}^{q} c_N k_r c_N k_s \lambda_r \lambda_s E_0\psi_r(X) \psi_s(X) . \]

**PROOF.** By virtue of Lemma 3, it suffices to show that \( T_N \) has the asserted asymptotic distribution. It can be easily shown that \( E_0T_N = 0 \) and \( \text{Var}_0T_N = \sigma^2_N \). If \( \sigma^2_N \to 0 \) as \( N \to \infty \), then \( T_N \) is asymptotically degenerate normal. Now suppose \( \sigma^2_N \to M > 0 \) as \( N \to \infty \) and put
\[ T_{N^*} = N^{-1/2} \sum_{k=1}^{N} c_N k_r \lambda_r \psi_r(X_{N^*}) , \]
then it holds that
\[ T_{N^*} \sim N(0, N^{-1} \sum_{k=1}^{N} c_N^2 k_r \lambda_r^2 E_0\psi_r^2(X)) , \]
(see [8], Theorem V. 1.2). Using the method used in [8], p. 218, we can easily verify the Lindeberg condition and get the desired result.
6. Asymptotic normality of the statistic $S_N(R_N)$ under local alternatives.

In this section we investigate the limiting distribution of $N^{-1/2}S_N(R_N)$ under local alternatives, using the notion of contiguity due to LeCam [10] and developed by Hájek [7] and in particular LeCam’s lemmas stated elegantly in [8]. Let $\theta^0 = (\theta_1^0, \cdots, \theta_q^0)$ be fixed numbers such that $\sum_{r=1}^q \theta_r^0 > 0$ and $\theta_r^0 (\sum_{i=1}^q \theta_i^0)^{-1} = \lambda_r$ for $r = 1, \cdots, q$. Alternative hypothesis to be considered is that $X_{Ni}$ has a density function $f(x, N^{-1/2}c_{Ni}\theta^0)$ independently for $i = 1, \cdots, N$. We use the same analysis as in [1], [7], [8] and [11], and so necessary statistics and quantities are given here.

\begin{align}
6.1 & \quad V_{Nk} = f(X_{Nk}, N^{-1/2}c_{Nk}\theta^0)/f(X_{Nk}), \quad k = 1, \cdots, N, \\
6.2 & \quad L_{N\theta^0} = \log \left(\prod_{k=1}^N V_{Nk}\right), \\
6.3 & \quad W_N = 2 \sum_{k=1}^N (V_{Nk} - 1), \\
6.4 & \quad \tilde{T}_N = N^{-1/2} \sum_{k=1}^N \sum_{r=1}^q c_{Nkr}\theta_r^0 \frac{\partial}{\partial \theta_r} f(X_{Nk}, \theta^0)/f(X_{Nk}), \\
6.5 & \quad b^2 = \lim_{N \to \infty} N^{-1} \sum_{k=1}^N \sum_{r=1}^q \sum_{s=1}^q c_{Nkr}c_{Nks}\theta_r^0\theta_s^0 E_0\phi_s(X)\phi_r(X).
\end{align}

We give a lemma needed to establish the asymptotic distribution of $N^{-1/2}S_N(R_N)$ without proof because it is similar to that stated in [8], VI. 2.1.

**Lemma 4.** If $E_0\phi_r^2(X)$ exists for every $r$ and Assumptions $A_1$ and $A_6$ hold, then for any $\varepsilon > 0$,

\begin{align}
6.6 & \quad \lim_{N \to \infty} \max_{1 \leq k \leq N} P_0(|V_{Nk} - 1| > \varepsilon) = 0, \\
6.7 & \quad \lim_{N \to \infty} E_0W_N = -\frac{1}{4} b^2, \\
6.8 & \quad \lim_{N \to \infty} \text{Var}_0(W_N - \tilde{T}_N) = 0, \\
6.9 & \quad \tilde{T}_N \sim N(0, b^2)
\end{align}

and $(T_N, \tilde{T}_N - \frac{1}{2} b^2)$ is asymptotically bivariate normal under $H_{N\theta^0}$.

Lemma 4 implies that $W_N$ is asymptotically normal under $H_{N\theta^0}$ and that the alternative hypothesis considered is contiguous to $H_{N\theta^0}$, so that we can apply LeCam’s lemma.

**Theorem 4.** If $E_0\phi_r^2(X)$ exists for every $r$ and the Assumption $A_1$, $A_6$ and $A_7$ are satisfied, then the asymptotic distribution of $N^{-1/2}S_N(R_N)$ under the alternative sequence $\theta_N = N^{-1/2}\theta^0$ is normal with mean $(\sum_{r=1}^q \theta_r^0)^{-1} b^2$ and variance $(\sum_{r=1}^q \theta_r^0)^{-2} b^2$.

**Proof.** By LeCam’s third lemma in [8] and Lemma 4, asymptotic equivalence of $(N^{-1/2}S_N(R_N), L_{N\theta^0})$ and $(T_N, \tilde{T}_N - \frac{1}{2} b^2)$ implies that we may calculate Cov$_0(T_N, \tilde{T}_N - \frac{1}{2} b^2)$ to get the asymptotic mean. Now
(6.10) \[ E_0T_N^* = E_0N^{-1}(\sum_{r=1}^{q} \theta_r^{-1})^{-1} \sum_{k,k' \neq 1} \sum_{s=1}^{q} c_{NNk}c_{NNk'} \theta_r \theta_r' \phi_r(X_{Nk})\phi_r'(X_{Nk'}) \]
\[ = N^{-1}(\sum_{r=1}^{q} \theta_r^{-1})^{-1} \sum_{k,k' \neq 1} \sum_{s=1}^{q} c_{NNk}c_{NNk'} \theta_r \theta_r' E_0 \phi_r(X)\phi_r(X) \]
\[ \rightarrow (\sum_{r=1}^{q} \theta_r^{-1})^{-1} \sigma^2 \text{ as } N \rightarrow \infty . \]

The asymptotic variance may be obtained under the null hypothesis and hence it is expressed as given in the statement of the theorem. This completes the proof with the aid of LeCam's third lemma.
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