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§ 1. Introduction and Summary.

In recent years considerable interests have been given to the pattern classification problem. This problem includes three main aspects, the engineering aspect, the artificial intelligence aspect and the analytical aspect (c.f. [4]). The analytical one is concerned with the mathematical techniques of decision, estimation and optimization under the uncertainty of information. In this paper, our interest will be concentrated on the analytical aspect, especially on the estimation of a discriminant function which is optimum in the sense of the Bayes rule, minimize the probability of misclassification, but which is unknown to us. We shall call such the discriminant function an "optimal discriminant function" (o.d.f.). In previous works (e.g. [4], [7], [8], [9] and [11]), under the given situation of a "training sequence" of observed patterns correctly classified by an external indicator, authors tried to obtain algorithms for finding the o.d.f. on the basis of the training sequence. In general, this approach has been called "learning with a teacher" in the pattern classification problem. And the method of approach which we shall appeal to in this paper is this case. The problem which will be treated in this paper is to classify the observed patterns into two categories, and the procedure which will be used is an application of the "stochastic approximation method" introduced by H. Robbins and S. Monro. Our object is to construct, on the basis of the given training sequence, estimates of the o.d.f. which are asymptotically optimal in the sense that the probabilities of misclassification from the estimates converge (with probability one or in the mean) to the probability of misclassification from the o.d.f. if it is known to us.

This paper consists of five sections. In Section 2, we shall give definitions of the optimal discriminant function and of asymptotically optimal estimates to the o.d.f., and we shall prepare several lemmas to be used throughout subsequent sections. In Section 3, we shall treat the case when the o.d.f. is assumed to belong in the $L^2$ space, and give an algorithm for constructing the asymptotically optimal estimates. J.V. Ryzin [7] treated this case, but his algorithm was not recursive and his convergence of the asymptotically optimal estimates was the one in the
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mean, whereas in ours the algorithm is recursive and the convergence is the one with probability one as well as in the mean. In Section 4, we shall consider the case when the o.d.f. is assumed to satisfy a uniform Lipschitz condition. Such the case was discussed by T. J. Wagner and C. T. Wolverton [11]. Their algorithm was of the form: $D_{n+1}(x) = D_n(x) + 1/(n+1) \cdot [K_n(x) - D_n(x)]$, where $D_n(x)$ denotes the $n$-th estimate of the o.d.f. The coefficient $1/(n+1)$ in their algorithm will be replaced by the more general one in our algorithm. Our convergence will be assured by the conditions weaker than theirs. In Section 4 we also consider the case when the o.d.f. is assumed to be uniformly continuous.

§ 2. The formulation of the problem and Preliminaries.

We consider the two-categories classification problem. Let $X$ and $\Theta$ denote a pattern space and the set of categories, respectively. In this paper, we assume that $X$ is a proper subset of the $N$-dimensional Euclidian space $\mathbb{R}^N$ or equal to $\mathbb{R}^N$, and $\Theta$ consists of two categories $A$ and $B$, i.e. $\Theta = \{A, B\}$.

Let $(q_A, q_B)$ denote a given prior distribution on $\Theta$, where $q_A, q_B > 0$ and $q_A + q_B = 1$, and let $f_A(x)(f_B(x))$ denote the probability density function of the observed random vector $X$ if $X$ is drawn from the class $A(B)$.

Let assume tentatively $q_A, q_B, f_A(\cdot)$ and $f_B(\cdot)$ are all known to us. Let consider the discriminant function:

$$D^0(x) = \begin{cases} \frac{q_A f_A(x) - q_B f_B(x)}{f(x)} & \text{if } f(x) > 0, \\ 0 & \text{if } f(x) = 0, \end{cases}$$

where $f(x) = q_A f_A(x) + q_B f_B(x)$. And let consider the following decision rule based on (2.1); decide $X$ to be from the class $A$ if $D^0(x) \geq 0$ for the outcome $x$ of $X$, and decide $X$ from the class $B$ if $D^0(x) < 0$ for the outcome $x$ of $X$. It is well known that this decision rule minimizes the probability of misclassification, and this rule has been called the Bayes decision rule.

Let us put

$$(2.2)D(x) = q_A f_A(x) - q_B f_B(x).$$

Then it is clear that the Bayes decision rule stated above is equivalent to the following rule; decide $X$ to be from $A$ if $D(x) \geq 0$, and decide $X$ from $B$ if $D(x) < 0$ where $x$ is the outcome of $X$. In this paper we shall call (2.2) the optimal discriminant function (hereafter, abbreviated as o.d.f.).

In this paper we shall treat the case when $q_A, q_B, f_A(\cdot)$ and $f_B(\cdot)$ are all unknown to us, consequently the o.d.f. is unknown. In this situation we are supposed to have a training sequence $\{(x^n, \theta^n)\}_{n=1}^m$ with the observed pattern $x^n \in X$ and the category $\theta^n \in \Theta$ from which $x^n$ is actually drawn. It is assumed that which category each observed pattern has been drawn from is correctly indicated by a teacher.

We assume $\{(x^n, \theta^n)\}_{n=1}^m$ is independently and identically distributed, each $x^n$ has a probability density function $f_A(x)(f_B(x))$ if $\theta^n = A (\theta^n = B)$, and each $\theta^n$ is distributed as $q_A = P_{\theta}(\theta^n = A)$ and $q_B = P_{\theta}(\theta^n = B)$ where $q_A, q_B > 0$. Throughout this
paper these assumptions remain valid.

Let $D_m(x)$ be an estimate of the o.d.f. $D(x)$ based on the training sequence
$\{(x_k, \theta_k)\}_{k=1}^n$. Let $P_g(e)$ be the probability of misclassification using a discriminant
function $g(\cdot)$. Here, to classify by using $g(\cdot)$ means that we make use of the
decision rule: decide $x$ comes from $A$ if $g(x) \geq 0$, and $x$ from $B$ if $g(x) < 0$.

**DEFINITION 1.** Let $\{D(x)\}_{n=1}^\infty$ be a sequence of estimates of the o.d.f. $D(x)$.
Then, $\{D_n(x)\}_{n=1}^\infty$ is said to be asymptotically optimal of type I (hereafter, abbreviated as AO(I)), if
\[
|P_{D_n}(e) - P_D(e)| \rightarrow 0 \quad \text{with} \quad n \rightarrow \infty,
\]
and $\{D_n(x)\}_{n=1}^\infty$ is said to be asymptotically optimal of type II (hereafter, abbreviated as AO(II)), if
\[
E|P_{D_n}(e) - P_D(e)| \rightarrow 0 \quad \text{as} \quad n \rightarrow \infty.
\]

**DEFINITION 2.** Let $\{D_n(x)\}_{n=1}^\infty$ be a sequence of estimates of the o.d.f. $D(x)$, and
$\{\alpha_n\}_{n=1}^\infty$ be a sequence of positive numbers such that $\lim n \rightarrow \infty \alpha_n = 0$. Then, $\{D_n(x)\}_{n=1}^\infty$ is
said to be asymptotically optimal of order $\{\alpha_n\}_{n=1}^\infty$ (hereafter, abbreviated as
AO($\alpha_n$)), if
\[
E|P_{D_n}(e) - P_D(e)| \leq C \cdot \alpha_n \quad \text{for all} \quad n,
\]
where $C$ is a positive constant.

**REMARK.** By the definition of the o.d.f. it holds that $P_g(e) - P_D(e) = 0$ for every
discriminant function $g(\cdot)$.

The following lemma can be obtained by a slight modification of Theorem 3 in

**LEMMA 2.1.** Let $\{D_n(x)\}_{n=1}^\infty$ be a sequence of estimates of the o.d.f. $D(x)$.
\begin{enumerate}
\item If $\int \overline{D_n(x) - D(x)}^2 \, dx \rightarrow 0$ with pr. 1 (in the mean) as $n \rightarrow \infty$, then $\{D_n(x)\}_{n=1}^\infty$ is
AO(I) (AO(II)).
\item Let $\{\alpha_n\}_{n=1}^\infty$ be a positive sequence such that $\lim \alpha_n = 0$. And suppose that
$D(\cdot)$ has a bounded support, and there exists a constant $C > 0$ such that $E\int \overline{D_n(x) - D(x)}^2 \, dx \leq C \cdot \alpha_n$ for all $n$. Then, $\{D_n(x)\}_{n=1}^\infty$ is AO($\alpha_n$).
\end{enumerate}

Next, we shall give two lemmas to be needed for the convergence of estimations
of the o.d.f.

**LEMMA 2.2.** (Braverman and Rozonoer [1]). Let $\{y_n\}_{n=1}^\infty$ be a stochastic process
on $R^m$, and let $\{U_n\}_{n=1}^\infty$, $\{V_n\}_{n=1}^\infty$ and $\{\zeta_n\}_{n=1}^\infty$ be three sequences of non-negative real-
valued measurable functions, where $U_n$, $V_n$ and $\zeta_n$ are defined on $R^m$ for each $n$. Let
us write $U_n = U_n(y^1, \ldots, y^m)$, $V_n = V_n(y^1, \ldots, y^m)$ and $\zeta_n = \zeta_n(y^1, \ldots, y^n)$. Let $\{\gamma_n\}_{n=1}^\infty$ and
$\{\mu_n\}_{n=1}^\infty$ be two sequences of real numbers, let $n_0$ be an integer, and suppose the following
conditions be satisfied:
\begin{enumerate}
\item $E[U_n] < \infty$ and $E[V_n] < \infty$,
\item $E[U_n+1|y^1, \ldots, y^n] \leq (1 + \mu_n)U_n - \gamma_n V_n + \zeta_n$ for all $n \geq n_0$,
\item $\gamma_n \geq 0$ (n = 1, 2, \ldots), $\sum \gamma_n = \infty$ and $\lim \gamma_n = 0$,
\end{enumerate}
(4) $\sum_{n=1}^{\infty} |\mu_n| < \infty$ and $\sum_{n=1}^{\infty} E[\xi^n] < \infty$.

(5) if there exists a subsequence $\{n_k\}_{k=1}^{\infty}$ of $\{n\}_{n=1}^{\infty}$ such that $\lim_{k \to \infty} V^{n_k} = 0$ with pr. 1, then $\lim_{k \to \infty} U^{n_k} = 0$ with pr. 1.

Then, it holds that

$$\lim_{n \to \infty} U^n = 0 \quad \text{with pr. 1}.$$ 

The above lemma is owing to a semimartingal convergence theorem (see, Theorem III of [1] or Lemma 1 of [9]).

LEMMA 2.3. Let $\{A_n\}_{n=1}^{\infty}$ be a non-negative sequence. Suppose that there exist a positive integer $n_0$, three non-negative sequences $\{a_n\}_{n=1}^{\infty}$, $\{b_n\}_{n=1}^{\infty}$ and $\{K_n\}_{n=1}^{\infty}$, and a positive constant $K$ such that

$$\begin{align*}
(2.6) & \quad A_{n+1} \leq (1-a_{n+1})A_n + K \cdot a_{n+1} \cdot b_{n+1} + K_{n+1} \quad \text{for all } n \geq n_0,
(2.7) & \quad \sum_{n=1}^{\infty} a_n = \infty \quad \text{and} \quad \lim_{n \to \infty} a_n = 0,
(2.8) & \quad \lim_{n \to \infty} b_n = 0,
(2.9) & \quad \sum_{n=1}^{\infty} K_n < \infty.
\end{align*}$$

Then, it holds that

$$\lim_{n \to \infty} A_n = 0.$$ 

If $K_n = 0$ for all $n$ in the above conditions, and if $\{b_n\}_{n=1}^{\infty}$ is a positive sequence such that

$$\begin{align*}
(2.11) & \quad (1-a_{n+1}) \cdot b_n / b_{n+1} \leq (1-\alpha_n a_{n+1}) \quad \text{for all } n \geq n_0,
\end{align*}$$

where $\alpha_0$ is some positive constant (in this case, $\{b_n\}_{n=1}^{\infty}$ need not satisfy condition (2.8)), then there exists a positive constant $C$ such that

$$\begin{align*}
(2.12) & \quad A_n \leq C b_n \quad \text{for all } n.
\end{align*}$$

PROOF. First, we shall prove (2.10). The repeated application (2.6) for integers $m \geq n_0$ give us

$$\begin{align*}
A_m \leq (1-a_m)A_{m-1} + K \cdot a_m \cdot b_m + K_m
\leq \prod_{k=n_0+1}^{m} (1-a_k) \cdot A_{n_0+1} + K \cdot \sum_{k=n_0+1}^{m} \prod_{e=k+1}^{m} (1-a_e \cdot a_e \cdot b_e + \sum_{k=n_0+1}^{m} \prod_{e=k+1}^{m} (1-a_k) \cdot K_e.
\end{align*}$$

Hence, we have

$$\begin{align*}
(2.13) & \quad A_m \leq F(n_0, m)A_{n_0} + K \cdot G(n_0, m) + H(n_0, m),
\end{align*}$$

where

$$\begin{align*}
F(n_0, m) = \prod_{k=n_0+1}^{m} (1-a_k),
G(n_0, m) = \sum_{e=n_0+1}^{m} \prod_{k=e+1}^{m} (1-a_k \cdot a_e \cdot b_e
\end{align*}$$

and

$$\begin{align*}
H(n_0, m) = \sum_{k=n_0+1}^{m} \prod_{k=e+1}^{m} (1-a_k) \cdot K_e.
\end{align*}$$
(2.7) together with $F(n_0, m) = \prod_{\varepsilon=n_0+1}^{m} (1-a_\varepsilon)$ implies

$$\lim_{m \to \infty} F(n_0, m) = 0.$$  

Again, (2.7) together with $a_\varepsilon \cdot F(e, m) = F(e, m) - F(e-1, m)$ implies

$$\lim_{m \to \infty} \sum_{\varepsilon=n_0+1}^{m} a_\varepsilon \cdot F(e, m) = 1 - \lim_{m \to \infty} F(n_0, m) = 1.$$  

By (2.8) therefore we have

$$\lim_{m \to \infty} G(n_0, m) = 0.$$  

Furthermore, noting that for an integer $N (m \geq N \geq n_0)$

$$H(n_0, m) = \sum_{\varepsilon=n_0+1}^{N} \prod_{k=e+1}^{m} (1-a_k) \cdot K_\varepsilon + \sum_{\varepsilon=N+1}^{m} \prod_{k=e+1}^{m} (1-a_k) \cdot K_\varepsilon,$$

we have two positive constants $C_1$ and $C_2$ for which

$$H(n_0, m) \leq C_1 \cdot \prod_{k=N}^{m} (1-a_k) + C_2 \cdot \sum_{\varepsilon=N-1}^{m} K_\varepsilon.$$  

Hence,

$$\lim_{m \to \infty} H(n_0, m) = 0.$$  

By (2.13), (2.14), (2.15) and (2.16), we have

$$\lim_{n \to \infty} A_n = 0.$$  

Next, we shall prove (2.12). Since $K_n = 0 (n \geq n_0)$, putting $Z_n = A_n/b_n (n = 1, 2, \ldots)$ yields that

$$Z_m \leq (1-a_m) \cdot Z_{m-1} \cdot b_{m-1}/b_m + K \cdot a_m$$  

for all $m \geq n_0$, and by (2.11) yields that

$$Z_m \leq (1-a_0 \cdot a_m) \cdot Z_{m-1} + K \cdot a_m$$

and by (2.11) yields that

$$Z_m \leq \prod_{k=n_0+1}^{m} (1-a_0 \cdot a_k) \cdot Z_{n_0} + K \cdot \sum_{\varepsilon=n_0+1}^{m} \prod_{k=e+1}^{m} (1-a_0 \cdot a_k) \cdot a_\varepsilon$$  

for all $m \geq n_0$.  

By the same arguments as those in (2.15) and (2.16), we have

$$\lim_{m \to \infty} \prod_{k=n_0+1}^{m} (1-a_0 \cdot a_k) = 0$$  

and

$$\lim_{m \to \infty} \sum_{\varepsilon=n_0+1}^{m} \prod_{k=e+1}^{m} (1-a_0 \cdot a_k) \cdot a_\varepsilon = 1/a_0.$$  

Hence, there exists a positive constant $C$ such that

$$Z_m \leq C$$  

for all $m$.  

Thus the proof of the lemma is completed.

**EXAMPLE.**

1. When $K_n = 0, b_n = 1$ for all $n \geq n_0$ in (2.6), that is, $A_{n+1} \leq (1-a_{n+1}) \cdot A_n + K \cdot a_{n+1}$, the condition (2.11) is satisfied. In this case, from Lemma 2.3, we have $A_n \leq C$ for all $n$.  

(2) When \( a_n = n^{-1}, \ b_n = n^{-5} \ (0 < \beta < 1) \), the condition (2.11) is satisfied by \( \alpha \) such that \( 0 < \alpha_0 + \beta < 1 \).

(3) When \( a_n = n^{-\alpha}, \ b_n = n^{-5} \ (0 < \alpha, \beta < 1) \), the condition (2.11) is satisfied by \( \alpha \) such that \( 0 < \alpha_0 < 1 \).

§ 3. \( L^2 \)-case.

Let \( L^2(\hat{X}) \) denote the space of all square Lebesgue integrable functions defined on the pattern space \( \hat{X} \). Throughout this section, we assume \( f_A(\cdot), f_B(\cdot) \in L^2(\hat{X}) \). Let \( \{\varphi_n(\cdot)\}_{n=1}^\infty \) be an orthonormal basis in \( L^2(\hat{X}) \).

J. V. Ryzin [7] has proved that the sequence \( \{D_n(x)\}_{n=1}^\infty \) constructed on the basis of the training sequence was asymptotically optimal in our sense, under the assumption that \( f_A(\cdot), f_B(\cdot) \in L^2(\hat{X}) \). In his work, \( q_A \) and \( q_B \) were known and his algorithm was not recursive, and the convergence was the one in the mean or in probability. In this section, we shall construct a recursive algorithm in which the convergence is the one not only in the mean but also with probability 1. Moreover, we assume that \( q_A \) and \( q_B \) are unknown.

Let \( f(\cdot) \) be any non-decreasing non-negative real-valued function on \([0, \infty)\) and \([\Gamma(\cdot)]\) be the integral part of \( f(\cdot) \). Then we define the sequence \( \{K_n(x, y)\}_{n=1}^\infty \) by

\[
K_n(x, y) = \sum_{i=1}^{\Gamma(n)} \varphi_i(x) \varphi_i(y) \quad \text{for all } x, y \in \hat{X}
\]

and for all \( n \), where \( \{\varphi_i(\cdot)\}_{n=1}^\infty \) is an orthonormal basis in \( L^2(\hat{X}) \).

Let \( \{(x^n, \theta^n)\}_{n=1}^\infty \) be a training sequence which was defined in § 2. Then we define \( \{\rho^n\}_{n=1}^\infty \) by

\[
\rho^n = \begin{cases} 
1 & \text{if } \theta^n = A \\
-1 & \text{if } \theta^n = B 
\end{cases} \quad \text{for all } n.
\]

By (3.1) and (3.2), we have

\[
E[\rho^n \cdot K_n(x, x^n)] = \int_{\hat{X}} K_n(x, y) \cdot D(y) dy = \sum_{i=1}^{\Gamma(n)} C_i \varphi_i(x) \quad \text{for all } x \in \hat{X}
\]

and for all \( n \), where \( C_i = \int_{\hat{X}} D(x) \varphi_i(x) dx \quad i = 1, 2, \ldots \). And we put \( D^*_n(x) = E[\rho^n \cdot K_n(x, x^n)] \) for each \( n \).

In view of the above arguments, we shall construct the following algorithm which is an application of the dynamic stochastic approximation method (V. Dupač [3]).

**Learning Algorithm.** Let \( \{a_n\}_{n=1}^\infty \) be a positive sequence such that

\[
\lim_{n \to \infty} a_n = 0 \quad \text{and} \quad \sum_{n=1}^\infty a_n = \infty.
\]

Then \( \{D_n(x)\}_{n=1}^\infty \) is given by the recursive relation as follows:

\[
D_0(x) = 0, \quad x \in X
\]
On Asymptotically Optimal Algorithms for Pattern Classification Problems

\begin{equation}
D_{n+1}(x) = D_n(x) + a_{n+1}(\rho^{n+1} \cdot K_{n+1}(x, x^{n+1}) - D_n(x)), \quad x \in \hat{X}
\end{equation}
and \( n = 0, 1, 2, \ldots \).

The above algorithm is transformed to the following one:

\begin{align*}
C_i^{(n)} & \equiv 0 \quad i = 1, 2, \ldots, \lceil I'(0) \rceil \\
C_i^{(n+1)} &= C_i^{(n)} + a_{n+1}(\rho^{n+1} \cdot \varphi_i(x^{n+1}) - C_i^{(n)}) \quad \text{for } i = 1, 2, \ldots, \lceil I'(n) \rceil, \\
&= a_{n+1}(\rho^{n+1} \cdot \varphi_i(x^{n+1})) \quad \text{for } i = \lceil I'(n) \rceil + 1, \ldots, \lceil I'(n+1) \rceil.
\end{align*}

Put

\[ C_i^{(n)} = \frac{\Gamma(n)}{\Gamma(n+1)} C_i^{(n+1)} \cdot \varphi_i(x) \quad n = 1, 2, \ldots, \]

then we have \( \bar{D}_n(x) = D_n(x) \) for \( n = 1, 2, \ldots \). Thus (3.5) is equivalent to (3.6).

**Remark.**

(1) Coefficients \( \{ C_i \}_{i=1}^{\lceil I'(n) \rceil} \) in \( D_n^*(x) \) minimize the quantity

\[ \Phi(\alpha_1, \ldots, \alpha_{\lceil I'(n) \rceil}) = \int_{\hat{X}} (D(x) - \sum_{i=1}^{\lceil I'(n) \rceil} \alpha_i \cdot \varphi_i(x))^2 dx \]

for each \( n \). Therefore \( D_n^*(x) \) is a kind of approximation to \( D(x) \) for each \( n \). And by the orthonormality of \( \{ \varphi_i(\cdot) \}_{i=1}^{\lceil I'(n) \rceil} \), we have

\begin{equation}
D_n^{\ast}(x) = D_n^*(x) + \sum_{i=\lceil I'(n) \rceil+1}^{\lceil I'(n+1) \rceil} C_i \cdot \varphi_i(x) \quad \text{for } x \in \hat{X}
\end{equation}

and \( n = 1, 2, \ldots \) where \( C_i = \int_{\hat{X}} D_n^*(x) \cdot \varphi_i(x) dx \) \( i = 1, 2, \ldots \).

(2) If \( \Gamma(t) \downarrow 0 \) as \( t \to \infty \), then \( \int_{\hat{X}} (D_n^*(x) - D_n(x))^2 dx = \sum_{i=1}^{\lceil I'(n) \rceil} C_i^2 \downarrow 0 \) as \( n \to \infty \), which implies \( \{ D_n^*(x) \}_{n=1}^{\infty} \) is a sequence of approximations of \( D(x) \). Thus, from the property of \( \{ D_n^*(x) \}_{n=1}^{\infty} \) stated in (1), our algorithm is considered as an application of the dynamic stochastic approximation method.

In what follows, all integrals are interpreted Lebesgue integral on \( \hat{X} (\hat{X} \subseteq \mathbb{R}^n) \). And the Fubini's theorem is invoked without any comment for proofs of lemmas and theorems in this section and next section.

**Theorem 3.1.** Let the following conditions be satisfied; there exists a positive constant \( K \) such that

\begin{equation}
\int_{\hat{X}} \varphi_i^2(x) \cdot f(x) dx \leq K \quad \text{for all } n
\end{equation}

where \( f(x) = q_A \cdot f_A(x) + q_B \cdot f_B(x) \). Let \( \{ a_n \}_{n=1}^{\infty} \) be a positive sequence satisfying (3.4).

(1) If

\begin{equation}
\lim_{n \to \infty} a_n \cdot \Gamma(n) = 0,
\end{equation}

then it holds that

\begin{equation}
E \left[ \int_{\hat{X}} (D_n(x) - D_n^*(x))^2 dx \right] \to 0 \quad \text{as } n \to \infty.
\end{equation}

(2) If

\begin{equation}
\sum_{n=1}^{\infty} a_n^2 \cdot \Gamma(n) < \infty \quad \text{and} \quad \Gamma(t) > 0 \quad \text{for some } t \geq 0,
\end{equation}

then it holds that
(3.12) \[ \int_{\mathcal{X}} (D_n(x) - D_n^*(x))^2 \, dx \to 0 \quad \text{with pr. 1. as } n \to \infty. \]

**Proof.** First we shall prove (2). By the construction of \( D_n(x) \), we have

(3.13) \[ \int_{\mathcal{X}} (D_{n+1}(x) - D_{n+1}^*)^2 \, dx \]

\[= (1-a_{n+1})^2 \int_{\mathcal{X}} (D_n(x) - D_n^*)^2 \, dx \]

\[+ a_{n+1}^2 \int_{\mathcal{X}} (\rho^{n+1} \cdot K_{n+1}(x, x^{n+1}) - D_{n+1}^*)^2 \, dx \]

\[+ (1-a_{n+1})^2 \int_{\mathcal{X}} (D_{n+1}(x) - D_n^*)^2 \, dx \]

\[+ 2(1-a_{n+1}) \cdot a_{n+1} \int_{\mathcal{X}} (D_n(x) - D_n^*) \cdot (\rho^{n+1} \cdot K_{n+1}(x, x^{n+1}) - D_{n+1}^*) \, dx \]

\[+ 2(1-a_{n+1})^2 \int_{\mathcal{X}} (D_n(x) - D_n^*) \cdot (D_n(x) - D_{n+1}^*) \, dx \]

\[+ 2(1-a_{n+1}) \cdot a_{n+1} \int_{\mathcal{X}} (D_n^* - D_{n+1}^*) \cdot (\rho^{n+1} \cdot K_{n+1}(x, x^{n+1}) - D_{n+1}^*) \, dx. \]

Noting that

\[ \int_{\mathcal{X}} (\rho^{n+1} \cdot K_{n+1}(x, x^{n+1}) - D_{n+1}^*)^2 \, dx \leq 2 \int_{\mathcal{X}} K_{n+1}^2(x, x^{n+1}) + 2 \int_{\mathcal{X}} (D_{n+1}^*)^2 \, dx \]

\[= 2 \sum_{i=1}^{\Gamma(n+1)} \varphi_i^2(x^{n+1}) + 2 \sum_{i=1}^{\Gamma(n+1)} C_i, \]

by (3.8) we have

(3.14) \[ E \left[ \int_{\mathcal{X}} (\rho^{n+1} \cdot K_{n+1}(x, x^{n+1}) - D_{n+1}^*)^2 \, dx \right] \]

\[\leq 2 \left[ \Gamma(n+1) \cdot K + 2 \left\| D \right\|^2 \right] \]

\[\leq 2K \cdot \Gamma(n+1) + 2 \left\| D \right\|^2, \quad \text{where } \left\| D \right\|^2 = \int_{\mathcal{X}} D^2(x) \, dx. \]

Next, we have

(3.15) \[ E \left[ \int_{\mathcal{X}} (D_n(x) - D_n^*) \cdot (\rho^{n+1} \cdot K_{n+1}(x, x^{n+1}) - D_{n+1}^*) \, dx \right| (x^1, \theta^1), \ldots, (x^n, \theta^n) = 0, \]

(3.16) \[ E \left[ \int_{\mathcal{X}} (D_n^* - D_{n+1}^*) \cdot (D_n(x) - D_n^*) \, dx \right| (x^1, \theta^1), \ldots, (x^n, \theta^n) = 0. \]

And by the construction of \( D_n(x) \), we have

(3.17) \[ \int_{\mathcal{X}} (D_n(x) - D_n^*) \cdot (D_{n+1}(x) - D_n^*) \, dx = 0. \]

On taking the conditional expectation on both sides of (3.13), by (3.14), (3.15), (3.16), (3.4) and (3.11) we have, there exists \( n_0 \) such that

(3.18) \[ E \left[ \int_{\mathcal{X}} (D_{n+1}(x) - D_{n+1}^*) \, dx \right| (x^1, \theta^1), \ldots, (x^n, \theta^n) \]

\[= (1-a_{n+1}) \cdot \int_{\mathcal{X}} (D_n(x) - D_n^*)^2 \, dx + 2K \cdot a_{n+1}^2 \cdot \Gamma(n+1) \]
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\[ +2a_{n+1}^*\|D\|^2 + \int_{\mathcal{X}} (D_{n+1}^*(x) - D_n^*(x))^2 dx \text{ for all } n \geq n_0. \]

Since

\[ \int_{\mathcal{X}} (D_{n+1}^*(x) - D_n^*(x))^2 dx = \frac{[\Gamma(n+1)]}{\sum_{t=1}^{\Gamma(n)+1}} C_t, \]

we have

\[ \sum_{n=1}^{\infty} \int_{\mathcal{X}} (D_{n+1}^*(x) - D_n^*(x))^2 dx \leq \|D\|^2. \]

In (3.18) put

\[ \int_{\mathcal{X}} (D_n(x) - D_n^*(x))^2 dx = U_n, \quad a_n = c_n \]

and

\[ 2K \cdot a_{n+1} \cdot \Gamma(n+1) + 2a_{n+1}^* \|D\|^2 + \int_{\mathcal{X}} (D_{n+1}^*(x) - D_n^*(x))^2 dx = \zeta_n, \]

then these quantities satisfy the conditions Lemma 2.2 where \( \mu_n = 0 \) and \( U_n = V_n \). Therefore, (2) is a direct application of Lemma 2.2.

Next, we shall prove (1). Taking the expectation on both sides of (3.18), we have

\[ \mathbb{E}\left[ \int_{\mathcal{X}} (D_{n+1}(x) - D_n^*(x))^2 dx \right] = (1-a_{n+1}) \mathbb{E}\left[ \int_{\mathcal{X}} (D_n(x) - D_n^*(x))^2 dx \right] + 2K \cdot a_{n+1} \cdot \Gamma(n+1) + a_{n+1} \]

\[ + \int_{\mathcal{X}} (D_{n+1}^*(x) - D_n^*(x))^2 dx \text{ for all } n \geq n_0, \]

where \( K = \max\{K, \|D\|^2\} \). In (3.19), we put

\[ \mathbb{E}\left[ \int_{\mathcal{X}} (D_n(x) - D_n^*(x))^2 dx \right] = A_n, \quad a_n \cdot \Gamma(n) + a_n = b_n \]

and

\[ \int_{\mathcal{X}} (D_n(x) - D_n^*(x))^2 dx = K_n, \]

then these quantities satisfy the conditions of Lemma 2.3. Therefore, (1) is a direct application of Lemma 2.3.

Thus the proof of Theorem 3.1 is completed.

**Corollary 3.1.1.** Let (3.8) be satisfied. Let \( \{a_n\}_{n=1}^{\infty} \) be a positive sequence satisfying (3.4) and let \( \Gamma(t) \uparrow \infty \) as \( t \to \infty \).

1. If (3.9) holds, then \( \mathbb{E}\left[ \int_{\mathcal{X}} (D_n(x) - D(x))^2 dx \right] \to 0 \) as \( n \to \infty \).

2. If (3.11) holds, then \( \int_{\mathcal{X}} (D_n(x) - D(x))^2 dx \to 0 \) with pr. 1 as \( n \to \infty \).

**Proof.** We can easily prove the corollary by Theorem 3.1 and the inequality

\[ \int_{\mathcal{X}} (D_n(x) - D(x))^2 dx \leq 2 \int_{\mathcal{X}} (D_n(x) - D_n^*(x))^2 dx + 2 \int_{\mathcal{X}} (D_n^*(x) - D(x))^2 dx. \]

**Corollary 3.1.2.** Let the conditions in Corollary 3.1.1 be satisfied.

1. If (3.11) holds, then \( \{D_n(x)\}_{n=1}^{\infty} \) is AO(I).

2. If (3.9) holds, then \( \{D_n(x)\}_{n=1}^{\infty} \) is AO(II).
PROOF. It is easily proved by Lemma 2.1 and Corollary 3.1.1.
Next, we shall discuss the order of the mean convergence. By the assumption that $D(\cdot) \in L^2(\mathcal{X})$, it is easily seen that $\sum_{i=1}^{\infty} C_i^2 \downarrow 0$ as $n \to \infty$, where $C_i = \int_{\mathcal{X}} D(x) \cdot \varphi_i(x) dx$ $(i = 1, 2, \cdots)$. Therefore we have the following theorem.

**Theorem 3.2.** Let (3.8) be satisfied. Let the following conditions be satisfied:

$$\sum_{i=1}^{m} C_i^2 \leq K \cdot g(m) \quad \text{for all } m,$$

where $C_i = \int_{\mathcal{X}} D(x) \cdot \varphi_i(x) dx$ $(i = 1, 2, \cdots)$, $K$ is some positive constant, and $g(\cdot)$ is a non-increasing positive function on $[0, \infty)$. For a positive sequence $\{a_n\}_{n=1}^{\infty}$ satisfying (3.4), there exist a positive integer $n_0$ and a positive constant $\alpha_0$ such that

$$(1-a_n) \cdot b_n/b_{n+1} \leq (1-\alpha_0 \cdot a_{n+1}) \quad \text{for all } n \geq n_0,$$

where $b_n = \max \{a_n, \Gamma(n), a_n, g(\lceil \Gamma(n) \rceil)\}$ for $n = 1, 2, \cdots$. Then, there exists some positive constant $C$ satisfying

$$(3.23) \quad E \left[ \int_{\mathcal{X}} (D_n(x) - D(x))^2 dx \right] \leq C \cdot b_n \quad \text{for all } n.$$

**Proof.** By the construction of $D_n(x)$, we have

$$(3.24) \quad E \left[ \int_{\mathcal{X}} (\rho^{n+1} \cdot K_{n+1}(x, x^{n+1}) - D(x))^2 dx \right] \leq 2 \| D \|^2$$

And we have

$$(3.25) \quad E \left[ \int_{\mathcal{X}} (D_n(x) - D(x))^2 dx \right] \leq K_1 \cdot (\Gamma(n+1)+1), \quad \text{where } K_1 = \max \{2K, 2\| D \|^2 \}.$$
Taking the expectation on both sides of (3.23), from (3.23), (3.24) and (3.25) we have, there exists some integer \( n_1 \) such that

\[
E \left[ \int_\mathcal{X} (D_{n+1}(x) - D(x))^2 dx \right] \leq (1 - a_{n+1}) \cdot E \left[ \int_\mathcal{X} (D_n(x) - D(x))^2 dx \right] + K_1 \cdot a_{n+1}^2 \cdot \mathbb{I}(n+1) + K_1 \cdot a_{n+1}^2 + 2K' \cdot a_{n+1} \cdot g(\mathbb{I}(n+1))
\]

for all \( n \geq n_1 \),

which implies

\[
E \left[ \int_\mathcal{X} (D_{n+1}(x) - D(x))^2 dx \right] \leq (1 - a_{n+1}) \cdot E \left[ \int_\mathcal{X} (D_n(x) - D(x))^2 dx \right] + K_2 \cdot a_{n+1} \cdot b_{n+1}
\]

for all \( n \geq n_1 \),

where \( K_2 = \max \{K_1, 2K'\} \) and \( b_n = \max\{a_n, \mathbb{I}(n), a_n, g(\mathbb{I}(n))\} \). Putting \( \int_\mathcal{X} (D_n(x) - D(x))^2 dx = A_n \) in (3.27), the theorem is easily derived from Lemma 2.3.

**Corollary 3.2.1.** If the conditions in Theorem 3.2 and (3.9) are satisfied, if \( \Gamma(t) \to \infty, \ g(t) \downarrow 0 \) as \( t \to \infty \), and if \( f_A(\cdot) \) and \( f_B(\cdot) \) have bounded supports, then \( \{D_n(x)\}_{n=1}^{\infty} \) is AO(\( \{\mathcal{S}_n\} \)) where \( \mathcal{S}_n = \max\{a_n, \mathbb{I}(n), a_n, g(\mathbb{I}(n))\} \).

**Proof.** This corollary is obvious from Theorem 3.2 and Lemma 2.1, (2).

**Example.** When \( g(t) = t^{-\alpha} (\alpha > 0) \), we choose the sequence \( \{a_n\}_{n=1}^{\infty} \) and the function \( \Gamma(t) \) by the following way;

\[
a_n = 1/n \quad (n = 1, 2, \cdots) \quad \text{and} \quad \Gamma(t) = t^{1/\alpha} \quad (\text{satisfying}, \quad \Gamma(\frac{t}{g(t)}) = t).
\]

Then, we have

\[
E \left[ \int_\mathcal{X} (D_n(x) - D(x))^2 dx \right] \leq C \cdot n^{-\alpha/(1+\alpha)} \quad \text{for all} \quad n.
\]

Therefore \( \{D_n(x)\}_{n=1}^{\infty} \) is AO(\( \{n^{-\alpha/(1+\alpha)}\} \)), under the assumption that \( f_A(\cdot) \) and \( f_B(\cdot) \) have bounded supports.

**§ 4. Uniform Continuous case.**

In this section, we assume that the density functions \( f_A(\cdot) \) and \( f_B(\cdot) \) are uniformly continuous on \( R^N \). And let \( \mathcal{X} \) be equal to \( R^N \).

Let \( K(\cdot) \) be a real valued measurable function on \( R^N \) satisfying

\[
(4.1) \quad K(y) \geq 0 \quad \text{for all} \quad y \in R^N, \\
(4.2) \quad \sup_{y \in R^N} K(y) = K < \infty, \\
(4.3) \quad \int_{R^N} K(y) dy = 1, \\
(4.4) \quad \int_{R^N} \|y\| \cdot K(y) dy = K_* \quad \text{where} \quad \|y\| = \left( \sum_{i=1}^{N} y_i^2 \right)^{1/2} \quad \text{for} \quad y = (y_1, \cdots, y_N) \in R^N.
\]

C. T. Wolverton and T. J. Wagner ([11]) and J. V. Ryzin ([7], [8]) used this function for a pattern classification problem. In this section, our method is due to Wolverton.
Let \( \{h_n\}_{n=1}^{\infty} \) be a positive sequence satisfying
\[
1 \geq h_1 \geq h_2 \geq \cdots \geq h_n \geq \cdots,
\]
Then we can define the sequence \( \{K_n(x, y)\}_{n=1}^{\infty} \) by
\[
K_n(x, y) = h_n^{-N} \cdot K\left[\frac{1}{h_n^{N+1}}(x-y)\right] \quad \text{for all } x, y \in \mathbb{R}^N \text{ and } n = 1, 2, \cdots.
\]

The following lemma can be obtained by a slight modification of Lemma 1 and Lemma 4 in [11].

**Lemma 4.1.** Let \( g(\cdot) \) be a uniformly continuous function on \( \mathbb{R}^N \) and \( \sup_{y \in \mathbb{R}^N} |g(y)| \leq M < \infty \). Let \( K(\cdot) \) be measurable function on \( \mathbb{R}^N \) satisfying (4.1), (4.2) and (4.3), and let \( \{h_n\}_{n=1}^{\infty} \) be a positive sequence such that \( \lim_{n \to \infty} h_n = 0 \). Define the function \( g_n(\cdot) \) by
\[
g_n(x) = \int_{\mathbb{R}^N} K_n(x, y) \cdot g(y) \, dy \quad \text{for all } x \in \mathbb{R}^N \text{ and } n = 1, 2, \cdots.
\]
where \( K_n(x, y) \) is defined by (4.6). Then it holds that
\[
g_n(x) \to g(x) \quad \text{uniformly in } x.
\]

(2) Let \( g(\cdot) \) be a real-valued measurable function on \( \mathbb{R}^N \) satisfying a uniform Lipschitz condition;
\[
|g(x) - g(y)| \leq C_g \cdot \|x - y\| \quad \text{for all } x, y \in \mathbb{R}^N.
\]

Let \( K(\cdot) \) be a real-valued measurable function on \( \mathbb{R}^N \) satisfying (4.1), (4.2), (4.3) and (4.4), and let \( \{h_n\}_{n=1}^{\infty} \) be a positive sequence satisfying (4.5). Define \( g_n(x) \) by (4.7). Then it holds that
\[
|g_n(x) - g_n+1(x)| \leq C_g \cdot K^* \cdot (h_n - h_{n+1}) \quad \text{for all } x \in \mathbb{R}^N \text{ and } n = 1, 2, \cdots,
\]
and
\[
|g_n(x) - g(x)| \leq C_g \cdot K^* \cdot h_n \quad \text{for all } x \in \mathbb{R}^N \text{ and } n = 1, 2, \cdots.
\]

If \( f_d(\cdot) \) and \( f_n(\cdot) \) are uniformly continuous functions, then \( D(x) \) is bounded and uniformly continuous on \( \mathbb{R}^N \).

And we have
\[
E[\rho^n \cdot K_n(x, x^n)] = \int_{\mathbb{R}^N} K_n(x, y) \cdot D(y) \, dy \quad \text{for } n = 1, 2, \cdots,
\]
where \( \rho^n \) is defined by (3.2). And we put \( E[\rho^n \cdot K_n(x, x^n)] = D^*_n(x) \).

In view of above arguments, we now construct the following algorithm which is an application of dynamic stochastic approximations.

**Learning Algorithm.** Let \( \{a_n\}_{n=1}^{\infty} \) be a positive sequence satisfying
\[
\lim_{n \to \infty} a_n = 0 \quad \text{and} \quad \sum_{n=1}^{\infty} a_n = \infty.
\]
Then \( \{D_n(x)\}_{n=1}^{\infty} \) is given by the recursive relation as follows:
\[
D_0(x) = 0, \quad x \in \mathbb{R}^N,
\]
\[
D_{n+1}(x) = D_n(x) + a_{n+1} \cdot (\rho^{n+1} \cdot K_{n+1}(x, x^{n+1}) - D_n(x)), \quad x \in \mathbb{R}^N \text{ and } n = 0, 1, 2, \cdots.
\]
As for the above algorithm we have two main theorems. First, we shall consider the case when \( f_A(\cdot) \) and \( f_B(\cdot) \) satisfy the uniform Lipschitz conditions.

**Theorem 4.1.** Let \( K(\cdot) \) be a real-valued measurable function on \( \mathbb{R}^N \) satisfying (4.1), (4.2), (4.3) and (4.4), and let \( \{h_n\}_{n=1}^{\infty} \) be a positive sequence satisfying (4.5). Let \( f_A(\cdot) \) and \( f_B(\cdot) \) satisfy the uniform Lipschitz conditions with constants \( C_A \) and \( C_B \), respectively. Let \( \{a_n\}_{n=1}^{\infty} \) be a positive sequence satisfying (4.9).

1. If \( \lim_{n \to \infty} a_n \cdot h_n^{1/N} = 0 \), then \( \lim_{n \to \infty} \mathbb{E} \left[ \int_{\mathbb{R}^N} (D_n(x) - D^*_n(x))^2 \, dx \right] = 0 \).
2. If \( \sum_{n=1}^{\infty} a_n^2 \cdot h_n^{-N} < \infty \), then \( \lim_{n \to \infty} \int_{\mathbb{R}^N} (D_n(x) - D^*_n(x))^2 \, dx = 0 \) with pr. 1.

**Proof.** First, we shall prove (2). By (4.10), we have

\[
\int_{\mathbb{R}^N} (D_{n+1}(x) - D^*_n(x))^2 \, dx
\]

\[
= (1 - a_{n+1})^2 \int_{\mathbb{R}^N} (D_n(x) - D^*_n(x))^2 \, dx
+ a_{n+1}^2 \int_{\mathbb{R}^N} (\rho^{n+1} \cdot K_{n+1}(x, x^{n+1}) - D^*_n(x))^2 \, dx
+ (1 - a_{n+1})^2 \int_{\mathbb{R}^N} (D^*_n(x) - D_n(x))^2 \, dx
+ 2(1 - a_{n+1}) \cdot a_{n+1} \int_{\mathbb{R}^N} (D_n(x) - D^*_n(x)) \cdot (\rho^{n+1} \cdot K_{n+1}(x, x^{n+1}) - D^*_n(x)) \, dx
+ 2(1 - a_{n+1}) \cdot a_{n+1} \int_{\mathbb{R}^N} (D^*_n(x) - D_n(x)) \cdot (\rho^{n+1} \cdot K_{n+1}(x, x^{n+1}) - D^*_n(x)) \, dx.
\]

Noting that \( f_A(\cdot) \) and \( f_B(\cdot) \) are bounded so that \( D^*_n(x) \) is bounded, we have

\[
\int_{\mathbb{R}^N} (\rho^{n+1} \cdot K_{n+1}(x, x^{n+1}) - D^*_n(x))^2 \, dx
\]

\[
\leq 2 \int_{\mathbb{R}^N} K^2_{n+1}(x, x^{n+1}) \, dx + 2 \int_{\mathbb{R}^N} (D^*_n(x))^2 \, dx
\]

\[
\leq 2K \cdot h_n^{-N} + 2M \quad \text{for all } n,
\]

where \( M = \sup_{x} f(x) \) for \( f(x) = q_A \cdot f_A(x) + q_B \cdot f_B(x) \). By Lemma 4.2, we have

\[
\int_{\mathbb{R}^N} (D^*_n(x) - D^*_n(x))^2 \, dx \leq C_D \cdot K^* \cdot (h_n - h_{n+1}) \quad \text{for all } n,
\]

where \( C_D = \max \{C_A, C_B\} \), and we have

\[
\int_{\mathbb{R}^N} (D_n(x) - D^*_n(x)) \cdot (D^*_n(x) - D^*_n(x)) \, dx
\]

\[
\leq \left( \int_{\mathbb{R}^N} |D_n(x)| \, dx + 1 \right) \cdot C_D \cdot K^* \cdot (h_n - h_{n+1})
= C_D \cdot K^* \cdot (h_n - h_{n+1}) \cdot \int_{\mathbb{R}^N} |D_n(x)| \, dx + C_D \cdot K^* \cdot (h_n - h_{n+1}).
\]
And by (4.8), we have

\[(4.15)\]
\[
E\left[ \int_{\mathbb{R}^N} (D_n(x) - D^{n+1}_n(x))^2 \, dx \right] = 0,
\]
and

\[(4.16)\]
\[
E\left[ \int_{\mathbb{R}^N} (D_n^{n+1}(x) - D_n^{n+1}(x))^2 \, dx \right] = 0.
\]

On taking the conditional expectation on both sides of (4.11), by (4.12), (4.13), (4.14), (4.15) and (4.16) we have, there exists \( n_0 \) such that

\[(4.17)\]
\[
E\left[ \int_{\mathbb{R}^N} (D_n^{n+1}(x) - D^{n+1}(x))^2 \, dx \right] \leq (1 - a_{n+1}) \cdot E\left[ \int_{\mathbb{R}^N} (D_n(x) - D^{n+1}_n(x))^2 \, dx \right] + K^1 \cdot a_{n+1} \cdot h_{n+1}^N
\]
\[
+ 2C_D \cdot K^* \cdot (h_n - h_{n+1}) + 2C_D \cdot K^* \cdot (h_n - h_{n+1}) \cdot \int_{\mathbb{R}^N} |D_n(x)| \, dx
\]
for all \( n \geq n_0 \),

where \( K^1 = \max \{2K, M\} \). Noting that

\[(4.18)\]
\[
E\left[ \int_{\mathbb{R}^N} |D_n(x)| \, dx \right] \leq (1 - a_{n+1}) \cdot E\left[ \int_{\mathbb{R}^N} |D_n(x)| \, dx \right] + a_{n+1} \quad \text{for} \quad n = 1, 2, \ldots,
\]
and by Example (1) of Lemma 2.3 we have, there exists a positive constant \( D_0 \) such that

\[(4.19)\]
\[
E\left[ \int_{\mathbb{R}^N} |D_n(x)| \, dx \right] \leq D_0 \quad \text{for all} \quad n.
\]

In (4.18), put

\[
U^n = \int_{\mathbb{R}^N} (D_n(x) - D^{n+1}_n(x))^2 \, dx, \quad U^n = V^n, \quad \gamma_n = a_n
\]
and

\[
\zeta^{n+1} = K^* \cdot a_{n+1} \cdot h_n^N + 2C_D \cdot K^* \cdot (h_n - h_{n+1}) + 2C_D \cdot K^* \cdot (h_n - h_{n+1}) \cdot \int_{\mathbb{R}^N} |D_n(x)| \, dx,
\]
then these quantities satisfy the conditions of Lemma 2.2. Therefore (2) is a direct application of Lemma 2.2.

Next, we shall prove (1). Taking the expectation on both sides of (4.17) and by (4.19), we have

\[(4.20)\]
\[
E\left[ \int_{\mathbb{R}^N} (D_n(x) - D^{n+1}_n(x))^2 \, dx \right] \leq (1 - a_{n+1}) \cdot E\left[ \int_{\mathbb{R}^N} (D_n(x) - D^{n+1}_n(x))^2 \, dx \right] + K^1 \cdot a_{n+1} \cdot h_{n+1}^N + K^* \cdot (h_n - h_{n+1}) \quad \text{for all} \quad n \geq n_0,
\]
where \( K^* = \max \{2C_D \cdot K^*, 2C_D \cdot K^* \cdot D_0\} \). In (4.20), put
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\[ E\left[ \int_{\mathbb{R}^N} (D_n(x) - D(x))^2 dx \right] = A_n, \quad b_n = a_n \cdot h_n^{-N} \text{ and } (h_n - h_n) = K_n, \]

then these quantities satisfy the conditions of Lemma 2.3.

Thus the proof of the theorem is completed.

**COROLLARY 4.1.** Let the conditions in Theorem 4.1 be satisfied and \( \lim h_n = 0 \).

1. If \( \lim a_n \cdot h_n^{-N} = 0 \), then \( E \left[ \int_{\mathbb{R}^N} (D_n(x) - D(x))^2 dx \right] \to 0 \) as \( n \to \infty \).
2. If \( \sum_{n=1}^{\infty} a_n^2 \cdot h_n^{-N} < \infty \), then \( \int_{\mathbb{R}^N} (D_n(x) - D(x))^2 dx \to 0 \) with pr. 1 as \( n \to \infty \).

**PROOF.** We can easily prove the corollary by Theorem 4.1, (2) of Lemma 4.1 and the inequality,

\[ \int_{\mathbb{R}^N} (D_n(x) - D(x))^2 dx \leq \int_{\mathbb{R}^N} (D_n(x) - D^*_n(x))^2 dx + 2 \int_{\mathbb{R}^N} (D^*_n(x) - D(x))^2 dx. \]

**COROLLARY 4.1.2.** Let the conditions in Corollary 4.1.1 be satisfied.

1. If \( \sum_{n=1}^{\infty} a_n h_n N < \infty \), then \( \{D_n(x)\}_{n=1}^{\infty} \) is AO(I).
2. If \( \lim a_n \cdot h_n = 0 \), then \( \{D_n(x)\}_{n=1}^{\infty} \) is AO(II).

**PROOF.** It is easily proved by Lemma 2.1 and Corollary 3.1.1.

**REMARK.** In [11], Wolverton and Wagner constructed the following algorithm,

\[ D_{n+1}(x) = D_n(x) + (n+1)^{-1} \cdot (\rho^{n+1} \cdot K_{n+1}(x, x^{n+1}) - D_n(x)). \]

In their work, in the case when \( D(x) \) satisfies the uniform Lipschitz condition the convergence with probability 1 was assured by

\[ \sum_{n=1}^{\infty} h_n \cdot n^{-1} < \infty \quad \text{and} \quad \sum_{n=1}^{\infty} h_n^{-N} \cdot n^{-2} < \infty, \]

and some additional conditions same as in ours.

Next, we shall consider the case when the o.d.f. is assumed to be uniformly continuous. In this case, we shall prove that \( \{D_n(x)\}_{n=1}^{\infty} \) is AO(II).

**THEOREM 4.2.** Let \( f_A(\cdot) \) and \( f_B(\cdot) \) be uniformly continuous functions on \( \mathbb{R}^N \), and let \( K(\cdot) \) be a real-valued measurable function on \( \mathbb{R}^N \) satisfying (4.1), (4.2) and (4.3). Let \( \{h_n\}_{n=1}^{\infty} \) be a positive sequence satisfying (4.5) and

\[ \lim_{n \to \infty} h_n = 0, \quad \lim_{n \to \infty} a_n \cdot h_n^{-N} = 0 \]

where \( \{a_n\}_{n=1}^{\infty} \) is a positive sequence satisfying (4.6). Then it holds that

\[ E \left[ \int_{\mathbb{R}^N} (D_n(x) - D(x))^2 dx \right] \to 0 \quad \text{as} \quad n \to \infty. \]

**PROOF.** By the construction of \( D_n(x) \), we have

\[ \int_{\mathbb{R}^N} (D_{n+1}(x) - D(x))^2 dx \]

\[ = (1 - a_{n+1})^2 \cdot \int_{\mathbb{R}^N} (D_n(x) - D(x))^2 dx \]

\[ + a_{n+1}^2 \int_{\mathbb{R}^N} (\rho^{n+1} \cdot K_{n+1}(x, x^{n+1}) - D(x))^2 dx \]
By the arguments similar to (4.12), we have
\begin{align}
\mathbf{E}\left[\int_{\mathbb{R}^N} (\rho^{n+1} \cdot K_{n+1}(x, x^{n+1}) - D(x))^2 dx \right] \leq 2K \cdot h^{N+1}_{n+1} + 2M & \quad \text{for all } n.
\end{align}
And
\begin{align}
\mathbf{E}\left[\int_{\mathbb{R}^N} (D_n(x) - D(x)) \cdot (\rho^{n+1} \cdot K_{n+1}(x, x^{n+1}) - D(x)) dx \right] \\
= \mathbf{E}\left[\mathbf{E}\left[\int_{\mathbb{R}^N} (D_n(x) - D(x)) \cdot (\rho^{n+1} \cdot K_{n+1}(x, x^{n+1}) \\
- D(x)) dx \mid (x_1, \theta_1), \ldots, (x_n, \theta_n)\right]\right] \\
= \mathbf{E}\left[\int_{\mathbb{R}^N} (D_n(x) - D(x)) \cdot (\rho^{n+1} \cdot K_{n+1}(x, x^{n+1}) - D(x)) dx \right] \\
\leq \int_{\mathbb{R}^N} \mathbf{E}\left[|D_n(x) - D(x)| \right] \cdot |D^{n+1}_{n+1}(x) - D(x)| dx.
\end{align}
By (4.19) and the definition of o. d. f. $D(x)$, we have
\begin{align}
\mathbf{E}\left[\int_{\mathbb{R}^N} |D_n(x) - D(x)| dx \right] \leq M' & < \infty \quad \text{for all } n,
\end{align}
where $M'$ is some positive constant. Therefore,
\begin{align}
\mathbf{E}\left[\int_{\mathbb{R}^N} (D_n(x) - D(x)) \cdot (\rho^{n+1} \cdot K_{n+1}(x, x^{n+1}) - D(x)) dx \right] \\
\leq \sup_{x \in \mathbb{R}^N} |D^{n+1}_{n+1}(x) - D(x)| \cdot M' & \quad \text{for all } n.
\end{align}
On taking the expectation on both sides of (4.24), by (4.25) and (4.28), there exists an integer $n_0$ such that
\begin{align}
\mathbf{E}\left[\int_{\mathbb{R}^N} (D_{n+1}(x) - D(x))^2 dx \right] \\
\leq (1 - a_{n+1}) \cdot \mathbf{E}\left[\int_{\mathbb{R}^N} (D_n(x) - D(x))^2 dx \right] + K' \cdot a^{N+1}_{n+1} \cdot h^{N+1}_{n+1} + K' \cdot a^{n+1}_{n+1} \cdot c_{n+1} & \quad \text{for all } n \geq n_0,
\end{align}
where $K' = \max \{2K, 2M, 2M'\}$ and $c_n = \sup_{x \in \mathbb{R}^N} |D^n(x) - D(x)|$. By Lemma 4.1, (1), we have $\lim_{n \to \infty} c_n = 0$. Therefore the theorem is a direct application of Example (1) of Lemma 2.3. Thus the proof of the theorem is completed.

The following corollary is obvious from Theorem 4.2.

**Corollary 4.2.1.** Let the conditions in Theorem 4.2 be satisfied. Then $\{D(x)\}_{n=1}^{\infty}$ is A0(II).

Next, we shall discuss the order of the mean convergence when $D(\cdot)$ satisfies a uniform Lipschitz condition.

**Theorem 4.3.** Let the conditions of Theorem 4.1 be satisfied. If there exist a positive integer $n_0$ and a positive constant $\alpha_0$ such that
(4.30) \( (1-a_{n+1}) \cdot b_n/b_{n+1} \leq (1-\alpha_n \cdot a_{n+1}) \) for all \( n \geq n_0 \),

where \( b_n = \max \{ a_n \cdot h_n, h_n \} \) for \( n = 1, 2, \ldots \). Then there exists some positive constant \( C \) satisfying

(4.31) \[ E\left[ \int_{RN} (D_n(x) - D(x))^2 dx \right] \leq C \cdot b_n \quad \text{for all } n. \]

**PROOF.** By the same argument as in Theorem 3.2, we can easily prove the theorem.

By Theorem 4.3 and Lemma 2.1, we have the following corollary.

**COROLLARY 4.3.1.** If the conditions in Theorem 4.3 hold, if \( f_A(\cdot) \) and \( f_B(\cdot) \) have bounded supports, and if \( \lim_{n \to 0} b_n = 0 \). Then \( \{ D_n(x) \}_{n=1}^\infty \) is \( \text{AO}(\{ b_n^\frac{1}{2} \}) \).

**EXAMPLE.** In Theorem 4.3, we put \( a_n = n^{-\alpha}, h_n = n^{-\beta} \) for \( 0 < \alpha \leq 1, \alpha - N\beta > 0 \) and \( \beta > 0 \). Then we have

\[ E\left[ \int_{RN} (D_n(x) - D(x))^2 dx \right] \leq C \cdot n^{-\beta}, \quad \text{if } \alpha/(N+1) \geq \beta, \]

\[ \leq C \cdot n^{-(\alpha-N\beta)}, \quad \text{if } \alpha/(N+1) < \beta. \]

If \( f_A(\cdot) \) and \( f_B(\cdot) \) have bounded supports, from Corollary 4.3.1 then it follows that \( \{ D_n(x) \}_{n=1}^\infty \) is \( \text{AO}(n^{-\beta/2}) \) if \( \alpha/(N+1) \geq \beta \), and \( \text{AO}(n^{-(\alpha-N\beta)/2}) \) if \( \alpha/(N+1) < \beta \).
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