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1. Introduction and fundamental notions

The object of this paper is to give two kinds of classifications, called generative and genealogical respectively, of all the configurations in an $m \times n$ cell space with unit square cells, which are subject to all the possible applications of local majority transformation. This paper is a continuation of our previous papers [1], [3] and Yamaguchi [2] and several definitions regarding fundamental notions such as unit cells, $2 \times 2$ basic spaces, local majority transformations and applications of firing points introduced in these previous papers of ours will be also used in this paper without any further specification.

In particular a configuration $C$ in an $m \times n$ cell space is said to be stable, if for any assigned configuration $C'$, which is different from $C$, the probability of occurrence of the central firing points which induces a mapping transformation from the configuration $C$ to $C'$ is equal to zero. In our previous paper [11], we show that in an $m \times n$ cell space the number of all the possible stable configurations is $2^{m+n-1}$. (Theorem in [1]). These $2^{m+n-1}$ stable configurations play the fundamental role in our classification of all the possible $2^m$ configurations in an $m \times n$ cell space. The main result of this paper regarding a generative classification of all configurations is given by

**Theorem I.** Let us denote by $K(m, n)$ the set of all the possible configurations in an $m \times n$ cell space. Then we have

$$K(m, n) = \sum_{i=1}^{\varphi(m, n)} K^{(i)}(m, n),$$

where each $K^{(i)}(m, n)$ ($i = 1, 2, \ldots, \varphi(m, n) \equiv 2^{(m-1)(n-1)}$) is a set of certain $2^{m+n-1}$ configurations in an $m \times n$ cell space such that, for $i \neq j$,
Furthermore each $K^{(i)}(m, n)$ is the $i$-th class, where the 1-st class is called an Eden generation, while the $\varphi(m, n)$-th class is equivalent to the set of all the stable configurations in the $m \times n$ cell space.

The meaning of an Eden generation comes from the well known definition of Eden garden currently used in automation theory. In fact we appeal to

DEFINITION 1.1. A configuration $C$ in an $m \times n$ cell space is said to belong to an Eden generation, if satisfies the following two conditions:

1° There is no other configuration from which the configuration $C$ can be obtained by an application of LMT.

2° By any application of LMT, the configuration $C$ changes to some other configuration different from $C$.

Thus an Eden generation and the set of all the stable configurations are the two extreme types of configurations between which there exists a set of all other configurations belonging to the classes of the 2nd to the $(2^{(m-1)(n-1)}-1)$-th.

The classification is due to a systematic scheme of applications of $J$-operations, which will be defined in Section 2, to the set of all the stable configurations in an $m \times n$ cell space, that is, $K_{\varphi(m, n)}(m, n)$. In Section 3 we shall give the proof of THEOREM I on the basis of our three Theorems given in our previous paper [1] and by means of $J$-operations. This proof itself gives us a systematic construction procedure of all the possible configurations in an $m \times n$ cell space, by which we can obtain each individual configuration without detailed consideration on the situations from which it has come and to which it will go, by all the possible applications of local majority transformation (LMT), that is to say, without genealogical considerations.

In this sense the classification of all configurations is called to be generative.

Section 4 gives two simplest examples of our THEOREM I by showing the results of the generative classification for $2 \times 2$ and $2 \times 3$ cell spaces respectively.

In order to discuss a genealogical classification, we introduce the following fundamental notions in genealogy of configurations in an $m \times n$ cell space under all the possible applications of LMT.

DEFINITION 1.2. A configuration $B$ is called to be a direct descendant of a configuration $A$ if $A$ and $B$ are different configurations and there is at least one firing point in an $m \times n$ cell space such that the application of LMT at this firing point will transform the configuration $A$ to the configuration $B$.

In this case a configuration $A$ is called to be a direct ancestor.

For each assigned set $n$ of configurations the set of all the direct descendants (ancestors) is denoted by $d(U)(a(U))$. Particularly when $U = \{A\}$, let us write simply $d(A)(a(A))$ instead of $d(\{A\})(a(\{A\}))$.

We proceed to introduce

DEFINITION 1.3. A configuration $A_n$ is called to be a descendant (or ancestor) of $A_i$, if there is a finite sequence of configurations $\{A_i\}$ ($i = 2, 3, \ldots, n-1$) such that each $A_{i+1}$ is a direct descendant (ancestor) of $A_i$, that is, $A_{i+1} \in d(A_i)(A_{i+1} \in a(A_i))$ for $i = 1, 2, \ldots, n-1$.

\[ K^{(i)}(m, n) \cdot K^{(j)}(m, n) = \emptyset. \]
1, 2, 3, \ldots, n-1.

It is convenient to define a sequence of configurations \( \{d^{\nu}(A)\} \) and \( \{a^{\nu}(A)\} \) such that

\[
d^{(0)}(A) = \{A\}
\]
\[
d^{(\nu)}(A) = d(d^{(\nu-1)}(A)) \quad (\nu = 1, 2, 3, \ldots)
\]

and similarly

\[
a^{(0)}(A) = \{A\}
\]
\[
a^{(\nu)}(A) = a(a^{(\nu-1)}(A)) \quad (\nu = 1, 2, 3, \ldots).
\]

**Definition 1.4.** The set of all the descendants (ancestors) of a configuration \( A \) is called to be the descendant (ancestor) tree of \( A \) and is denoted by \( \mathcal{D}(A) \) (\( \mathcal{A}(A) \)).

Due to this definition we have

\[
\mathcal{C}(A) = \sum_{\nu = 0}^{\infty} d^{(\nu)}(A)
\]
\[
\mathcal{A}(A) = \sum_{\nu = 0}^{\infty} a^{(\nu)}(A).
\]

For any assigned set of configurations \( \mathcal{G} \), let us define

\[
\mathcal{C}(\mathcal{G}) = \bigcup \{ \mathcal{C}(B); B \in \mathcal{G} \}
\]
\[
\mathcal{A}(\mathcal{G}) = \bigcup \{ \mathcal{A}(B); B \in \mathcal{G} \}
\]
\[
[\mathcal{C}, \mathcal{D}] (\mathcal{G}) = \mathcal{C}(\mathcal{G}) + \mathcal{A}(\mathcal{G}) + \mathcal{D}(\mathcal{G}) = \mathcal{G}^{(1)}
\]
\[
\mathcal{G}^{(n)} = [\mathcal{C}, \mathcal{D}]^{(n)} (\mathcal{G})
\]
\[
= [\mathcal{C}, \mathcal{D}] (\mathcal{G}^{(n-1)}) \quad (n \geq 1)
\]
\[
\mathcal{G}^{(0)} = \mathcal{G}.
\]

Then it follows that

\[
\mathcal{G}^{(0)} \subseteq \mathcal{G}^{(1)} \subseteq \mathcal{G}^{(2)} \subseteq \cdots
\]

Because of the finiteness of the set of all the configurations in an \( m \times n \) cell space, there is an \( n_0 \) such that

\[
\mathcal{G}^{(n_0-1)} \subseteq \mathcal{G}^{(n_0)} = \mathcal{G}^{(n_0+1)} = \cdots.
\]

Here let us introduce

**Definition 1.5.** For each assigned set \( \mathcal{G} \) of configurations, the set of all the configurations defined by

\[
\mathcal{L}(\mathcal{G}) = \lim_{n \to \infty} \mathcal{G}^{(n)} = \mathcal{G}^{(\infty)}
\]

is called to be the lineage tree of \( \mathcal{G} \).

Specially when \( \mathcal{G} \) consists of a single configuration \( A \), then we shall write \( \mathcal{L}(A) \) instead of \( \mathcal{L}(\{A\}) \).

Now the problems regarding genealogy of configurations in an \( m \times n \) cell space are concerned with:

(1) To find out \( \mathcal{D}(A) \) and \( \mathcal{A}(A) \) with their respective connections under LMT.
for each assigned configuration A.

(2°) To find out $\mathcal{L}(A)$ with its connection under LMT for each assigned configuration A.

(3°) To decompose the set of all configurations in an $m \times n$ cell space into a set of mutually disjoint lineages.

In Section 5 we shall give a general procedure to solve these three cell spaces in a systematic way. It is observed that the decomposition of all the configurations in an $m \times n$ cell space into the set of mutually disjoint lineages corresponds to a component decomposition of a graph, and we may and we shall call our second main classification result enunciated in Lemma 1 given in Section 5 a genealogical classification of all the configurations in an $m \times n$ cell space under LMT.

An example is given with respect to a $3 \times 3$ cell space. There are several considerations including rotation groups of configurations which make our enumeration work simpler than otherwise we would be involved as shown in these Examples.

Moreover it turns out that in an $m \times n$ cell space all the non-isolated stable configuration belong to the same one lineage, while each individual isolated stable configuration constitutes one lineage respectively, which is singular in the sense that it has no ancestor and no descendant different from itself. Theorem II shows an existence of connection route of all the configurations in an $m \times n$ cell space except all isolated stable configurations. Because of Theorem II our notion of lineage may seem to be too broad to describe connection relations among the set of all the configurations in an $m \times n$ cell space. In fact, apart from isolated stable configurations, all the other configurations belong to the same one lineage, which makes Lemma 1 to be non-substantial. Nevertheless for some proper subsets of all the configurations the notion of lineage can be expected to have its existence value.

2. $\mathcal{A}$-operation in an $m \times n$ cell space

Let $a = (a_1, a_2, \ldots, a_n), b = (b_2, b_3, \ldots, b_m)$ be any assigned two sets of real numbers where each $a_i$ and each $b_j$ are either of 1 and 0.

Let $C(m-1, n-1)$ be any assigned configuration in an $(m-1) \times (n-1)$ cell space such that

\[ C(m-1, n-1) = \begin{pmatrix} x_{22} & x_{23} & \cdots & x_{2n} \\ x_{32} & x_{33} & \cdots & x_{3n} \\ \vdots & \vdots & \ddots & \vdots \\ x_{m2} & x_{m3} & \cdots & x_{mn} \end{pmatrix} = X. \]

Now let us introduce

Definition 2.1. A $\mathcal{A}$-operation applied to a configuration $X = C(m-1, n-1)$ with a boundary condition $\mathcal{B}(a, b)$ is defined as a transformation of the configuration $C(m-1, n-1)$ into a configuration in an $m \times n$ cell space $C_{\mathcal{G}}(m, n)$ and is denoted by $\Delta_{\mathcal{G}}X$ such that
\[ \Delta \xi X = \Delta \xi C(m-1, n-1) = C_{g}(m, n) , \]

where we put

\[
\begin{pmatrix}
 a_1 & b_2 & \cdots & b_j & \cdots & b_n \\
 a_2 & y_{22} & \cdots & y_{2j} & \cdots & y_{2n} \\
 a_3 & y_{32} & \cdots & y_{3j} & \cdots & y_{3n} \\
 \vdots & \vdots & \ddots & \vdots & \ddots & \vdots \\
 a_i & y_{ij} & \cdots & y_{ij} & \cdots & y_{in} \\
 \vdots & \vdots & \ddots & \vdots & \ddots & \vdots \\
 a_m & y_{m2} & \cdots & y_{mj} & \cdots & y_{mn} \\
\end{pmatrix}
\]

\[ C_{g}(m, n) = \]

\[ y_{ij} = a_i + b_j + \sum_{\substack{p=2, q=2}}^{i, j} x_{pq} \quad (\text{mod. } 2) \]

for \( i = 2, \ldots, m; j = 2, \ldots, n. \)

For the sake of brevity, in view of (2.01), we shall write

\[ C_{g}(m, n) = \]

\[ y_{i,j} = a_i + b_j, \quad (i = 2, 3, \ldots, m; j = 2, \ldots, n) \]

which shows that \( C_{g}(m, n) \) is a stable configuration for each assigned set of two vectors \( a \) and \( b \) as a boundary condition.

Corollary 2.1. The set of all the stable configurations in an \( mxn \) cell space can be obtained as the set of all the configurations generated by \( \Delta \xi X_0 \) when \( a \) and \( b \) in a boundary condition \( Bd(a, b) \) take all the possible combinations with the particular configuration \( X_0 \) which consists of all zero elements.

In fact we have

\[ y_{i,j} = a_i + b_j, \quad (i = 2, 3, \ldots, m; j = 2, \ldots, n) \]

which shows that \( C_{g}(m, n) \) is a stable configuration for each assigned set of two vectors \( a \) and \( b \) as a boundary condition.

This Corollary yields us another proof of the following two fundamental results given in Theorems 2 and 3 in our previous paper \[1\].

**Theorem 2.** A configuration which is complementary to a stable configuration is stable.

**Theorem 3.** A stable configuration in an \( mxn \) cell space has the following pattern:
(1°) There is a pair of partitions such that

\[\begin{align*}
m &= m_1 + m_2 + \cdots + m_k \\
n &= n_1 + n_2 + \cdots + n_l
\end{align*}\]

with positive integers \(m_i\) and \(n_j\), \(1 \leq i \leq k\), \(1 \leq j \leq l\), where \(k\) and \(l\) are subject to \(1 \leq k \leq m\), \(1 \leq l \leq n\).

(2°) In correspondence with the pair of partitions given in (1°), the whole \(m \times n\) cell space is divided into \(k l\) subspaces, each of which will be denoted by \(S(m_i, n_j)\) (\(i = 1, 2, \ldots, k; j = 1, 2, \ldots, l\)).

(3°) (a) The elements of each subspace \(S(m_i, n_j)\) are entirely either 1 or zero. A subspace \(S(m_i, n_j)\) all of whose elements are equal to 1 is called to be of Type 1, while a subspace all of whose elements are equal to zero to be of Type 0.

(b) Subspaces of these two types occur alternatively in an \(m \times n\) cell space.

Furthermore we observe

**COROLLARY 2.2.** We have

\[
\begin{align*}
C^g(m, n) &= \begin{pmatrix}
a_1 & b_2 & \cdots & b_j & \cdots & b_n \\
a_2 & a_1+b_2 & \cdots & a_1+b_j & \cdots & a_1+b_n \\
& & \ddots & \cdots & \ddots & \cdots \\
& & & a_m & a_{m-1}+b_j & \cdots & a_{m-1}+b_n \\
& & & & & & \ddots \\
& & & & & & a_m+b_n
\end{pmatrix} \\
&= \begin{pmatrix}
0 & 0 & \cdots & 0 & \cdots & 0 \\
0 & z_{22} & \cdots & z_{2j} & \cdots & z_{2n} \\
& & \ddots & \cdots & \ddots & \cdots \\
& & & z_{ij} & \cdots & z_{in} \\
& & & & \ddots & \cdots \\
& & & & & z_{mn}
\end{pmatrix},
\end{align*}
\]

where

\[
z_{ij} \equiv \sum_{p=2}^{m} \sum_{q=1}^{j} x_{pq} \pmod{2}
\]

This COROLLARY 2.2 implies that \(C^g(m, n)\) can be expressed as the sum of two matrices one of which is the stable configuration which is uniquely determined by the boundary condition \(Bd(a, b)\), while the other one is \(\triangle^gX\) induced by \(X\) in (2.01) with the boundary condition \(B(0, 0)\).

It is to be noted that

**COROLLARY 2.3.** The correspondence between two matrices \(X = (x_{ij})\) (\(i = 2, 3, \ldots, m; j = 2, 3, \ldots, n\)) and \(Z = (z_{ij})\) (\(i = 2, 3, \ldots, m; j = 2, 3, \ldots, n\)) is one-to-one.

Because of COROLLARIES 2.2 and 2.3, all the possible configurations \(C^g(m, n)\) can be obtained by running through all the possible boundary conditions \(Bd(a, b)\) and all the possible \((m-1) \times (n-1)\) matrices with elements 1 or 0.
3. Proof of the Theorem I

In view of Corollary 2.2, let us denote the first and the second matrices in the right-hand side in (2.08) by \( S_g \) and \( P_z \) respectively. We may and we shall sometimes write \( P_z^* \) instead of \( P_z \) because of the one-to-one correspondence between \( x \) and \( z \) as shown in Corollary 2.3.

Now (2.08) amounts to the equality

\[
C_g^*(m, n) = S_g + P_z = S_g + P_z^*
\]

Let us consider the set of all the possible sets of \((a_1, a_2, \ldots, a_m; b_2, b_3, \ldots, b_n)\):

\[
B_d(m, n-1) = [(a_1, a_2, \ldots, a_m; b_2, b_3, \ldots, b_n); \quad a_i, b_j = 1, 0, (i = 1 \sim m; j = 2 \sim n)]
\]

Furthermore let us consider the set of all the possible configurations

\[
K_1(m-1, n-1) = [(z_{ij}); \quad z_{ij} = 1, 0, (i = 2 \sim m; j = 2 \sim n)].
\]

For the sake of systematic enumerations of all elements in \(B_d(m, n-1)\) and of those in \(K_1(m-1, n-1)\), let us introduce

\[
u_i = a_i \quad (i = 1, 2, \ldots, m)
\]

\[
u_i = b_{(i-m)+1} \quad (i = m+1, m+2, \ldots, m+n-1),
\]

and

\[
u_j = z_{p,q}, \quad \text{for} \ j = (m-1)(p-2) + q - 1,
\]

where \( p = 2 \sim m, q = 2 \sim n. \)

Then we may and we shall write

\[
B_d(m, n-1) = [(u_1, u_2, \ldots, u_{m+n-1}); \quad u_i = 1, 0 \ (i = 1, 2, \ldots, m+n-1)]
\]

\[
K_1(m-1, n-1) = [(v_1, v_2, \ldots, v_{(m-1)(n-1)}); \quad v_i = 1, 0 \ (i = 1, 2, \ldots, (m-1)(n-1))].
\]

Now the lexicographical representations of all elements in (3.06) can be given as follows:

\[
B_d(m, n-1)
\]

\[
\begin{array}{cccccccc}
  \hline
  u_1 & u_2 & u_3 & \ldots & u_{m+n-3} & u_{m+n-2} & u_{m+n-1} \\
  \hline
  1 & 0 & 0 & \ldots & 0 & 0 & 0 \\
  2 & 0 & 0 & \ldots & 0 & 0 & 1 \\
  3 & 0 & 0 & \ldots & 0 & 1 & 0 \\
  4 & 0 & 0 & \ldots & 0 & 1 & 1 \\
  5 & 0 & 0 & \ldots & 1 & 0 & 0 \\
  6 & 0 & 0 & \ldots & 1 & 0 & 1 \\
  7 & 0 & 0 & \ldots & 1 & 1 & 0 \\
  8 & 0 & 0 & \ldots & 1 & 1 & 1 \\
  \vdots & & & & \vdots & & \vdots \\
(2^{m+n-2}) & 0 & 1 & 1 & \ldots & 1 & 1 & 1 \\
\hline
\end{array}
\]
Let us denote by \( u(i) = (u_{i'}, u_3, \ldots, u_{m+n-1}) \) the element of \( Bd(m, n-1) \) whose number of listing is \( i \) in the above lexicographical listing. It is noted that \( \bar{u}(i) = (\bar{u}_2, \bar{u}_3, \ldots, \bar{u}_{m+n-1}) \), that is the conjugate of \( u(i) \), is equal to \( u^g(i) \) with \( g(i) = 2^{m+n-2} - (i-1) \) for \( i = 1, 2, \ldots, m+n-2 \).

Similarly the inverse lexicographical representation of all elements in (3.07) can be given as follows:

<table>
<thead>
<tr>
<th>( m-1 )</th>
<th>( n-1 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( V_1 )</td>
<td>( V_2 )</td>
</tr>
<tr>
<td>(1)</td>
<td>1</td>
</tr>
<tr>
<td>(2)</td>
<td>1</td>
</tr>
<tr>
<td>(3)</td>
<td>1</td>
</tr>
<tr>
<td>(4)</td>
<td>1</td>
</tr>
<tr>
<td>(5)</td>
<td>1</td>
</tr>
<tr>
<td>(6)</td>
<td>1</td>
</tr>
<tr>
<td>(7)</td>
<td>1</td>
</tr>
<tr>
<td>( (2^{(m-1)(n-1)-1}) )</td>
<td>1</td>
</tr>
<tr>
<td>( (2^{(m-1)(n-1)+1}) )</td>
<td>0</td>
</tr>
<tr>
<td>( (2^{(m-1)(n-1)}) )</td>
<td>0</td>
</tr>
</tbody>
</table>

By means of these lexicographical listings, let us denote

\[(3.08) S_j^i = S^{(j)} \quad (j = 1, 2, \ldots, 2^{m+n-1})\]

for each element \((a, b)\) in \( Bd(m, n-1) \) which corresponds to \( u^{(j)} \), and

\[(3.09) P_z = P^{(i)} \quad (i = 1, 2, \ldots, 2^{(m,n)})\]

for each element \( z \) in \( K_i(m-1, n-1) \) which corresponds to \( v^{(i)} \). Now let us introduce

\[(3.10) K^{(j)}(m, n) = [S^{(j)} + P^{(i)}; j = 1, 2, \ldots, m+n-1]\]

for \( i = 1, 2, \ldots, (m-1)(n-1) \).

After these preparations let us turn to the proof of our main Theorem I enunciated in Section 1.

Now it is evident that

\[(3.11) \sum_{\ell=1}^{\phi(m,n)} K^{(\ell)}(m, n) = K(m, n)\]

and also that

\[(3.12) K^{(i)}(m, n)K^{(j)}(m, n) = \phi\]

for \( i \neq j \), because any element in \( K(m, n) \) must have one and only one combination of \((u, v)j\) and for each combination \((i, j)\) there exists one and only one element in \( K(m, n) \), as was to prove.

Furthermore it is noted that \( K^{(\phi(m,n))}(m, n) \) is the set of all the stable configuration, because \( P^{(\phi(m,n))} \) is the \( m\times n \) configuration matrix whose elements are all zero. On the other hand \( K^{(1)}(m, n) \) is the set of all the configurations in an \( m\times n \) cell space.
which belong to the Eden generation defined in Definition 1.1, because $P^{(1)}$ has, for example, the form

$$P^{(1)} = \begin{pmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & \cdots & 0 & 0 \\
0 & 1 & 0 & 1 & 0 & 1 & 0 & \cdots & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & \cdots & 0 & 0 \\
0 & 1 & 0 & 1 & 0 & 1 & 0 & \cdots & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & \cdots & 0 & 0 \\
\cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots \\
0 & 1 & 0 & 1 & 0 & 1 & 0 & \cdots & 0 & 1 
\end{pmatrix},$$

which amounts to say that every $(m-1)(n-1)$ possible firing point yields a change of each basic cell associated with it and that the two conditions given in Definition 1.1 are satisfied.

4. Examples

Example 4.1. 2 x 2 cell space. Since $m = 2$, $n = 2$, the fundamental numbers $m + n - 1 = 3$ and $(m-1)(n-1) = 1$ give that there are $2^4 = 8$ stable configurations and that the set of all the configurations $K(2, 2)$ is the sum of the two subsets $K^{(i)}(2, 2)$ and $K^{(o)}(2, 2)$ where the former is the set of all 8 stable configurations and the latter the set of all 8 configuration belonging to the Eden generation. An application of of general considerations given in Sections 2 and 3 yield us the following details:

(1°) The lexicographical listing of $u = (u_1, u_2, u_3, u_4)$

<table>
<thead>
<tr>
<th></th>
<th>$u_1$</th>
<th>$u_2$</th>
<th>$u_3$</th>
<th>$u_4$</th>
<th>$u_5$</th>
<th>$u_6$</th>
<th>$u_7$</th>
<th>$u_8$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1)</td>
<td>0 0 0 0</td>
<td>(2)</td>
<td>0 1 0 1</td>
<td>(3)</td>
<td>1 0 1 0</td>
<td>(4)</td>
<td>1 1 0 0</td>
<td></td>
</tr>
<tr>
<td>(2)</td>
<td>0 0 1 0</td>
<td>(5)</td>
<td>1 0 1 0</td>
<td>(6)</td>
<td>1 1 0 0</td>
<td>(7)</td>
<td>1 1 1 1</td>
<td></td>
</tr>
<tr>
<td>(3)</td>
<td>0 1 0 0</td>
<td>(8)</td>
<td>1 0 1 0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(2°) The set of all 8 stable configurations $K(2, 2)$. In correspondence with (1°), we have

$$(4.01) \begin{align*}
(1) \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix} &= C_1 \\
(2) \begin{pmatrix} 0 & 1 \\ 0 & 1 \end{pmatrix} &= C_2 \\
(3) \begin{pmatrix} 1 & 0 \\ 1 & 0 \end{pmatrix} &= C_3 \\
(4) \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} &= C_4 \\
(5) \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} &= C_5 \\
(6) \begin{pmatrix} 1 & 1 \\ 0 & 0 \end{pmatrix} &= C_6 \\
(7) \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} &= C_7 \\
(8) \begin{pmatrix} 1 & 1 \\ 1 & 1 \end{pmatrix} &= C_8
\end{align*}$$

(3°) The set of all 8 configurations belonging to the Eden generation $K^{(o)}(2, 2)$. The Boolean matrix addition of the matrix

$$(4.02) P^*_2 = \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix}$$

to each of the matrix (4.01) gives us the set of all 8 configurations belonging to the Eden generation.
(4.03) The transition aspects in $K(2, 2)$ There are merely two subsets $K^{(1)}(2, 2)$ (Eden) and $K^{(2)}(2, 2)$ (stable).

It is to be noted that the mutual conjugate relations hold true

\[(4.04) \quad \bar{C}_i = C_{n-i} \quad (i = 1, 2, \ldots, 8)\]
\[(4.05) \quad \bar{C}_i^{(1)} = \bar{C}_{n-i}^{(1)} \quad (i = 1, 2, \ldots, 8).\]

Thus Figure 4.1, (b) is a conjugate picture of Figure 4.1, (a). Figure 4.1, (c) consists of two mutually conjugate pictures of isolated stable configurations.

**EXAMPLE 4.2. 2x3 cell space.** This is the case when $m=2$ and $n=8$. The procedure similar to **EXAMPLE 2.1** gives us

(1°) The lexicographical listing of $u = (u_1, u_2, u_3, u_4)$. This consists the set of 24 vectors which can be divided into two mutually conjugate subset each consisting of 22 vectors.

(2°) The set of all 16 stable configurations $K^{(4)}(2, 3)$. This consists of two subsets. The first subset consists of

\[(1) \quad \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix} = C_1^{(4)} \quad (2) \quad \begin{pmatrix} 0 & 0 & 1 \\ 0 & 0 & 1 \end{pmatrix} = C_2^{(4)} \quad (3) \quad \begin{pmatrix} 0 & 0 & 0 \\ 1 & 0 & 0 \end{pmatrix} = C_3^{(4)} \quad (4) \quad \begin{pmatrix} 0 & 1 & 0 \\ 0 & 1 & 0 \end{pmatrix} = C_4^{(4)} \quad (5) \quad \begin{pmatrix} 0 & 0 & 0 \\ 1 & 1 & 0 \end{pmatrix} = C_5^{(4)} \quad (6) \quad \begin{pmatrix} 0 & 0 & 1 \\ 1 & 1 & 0 \end{pmatrix} = C_6^{(4)} \]

**Fig. 4.1, (a), (b), (c).** Genealogical lineages in the $2\times2$ cell space.
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(7) \( \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \) = \( C_i^{(4)} \)  \( \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \) = \( C_i^{(4)} \),

while the second subset consists of the conjugates of the stable configurations belonging to the first subset, namely \( \overline{C_i^{(4)}} \) \( i = 1, 2, 3, 4, 5, 6, 7, 8 \).

(3°) The lexicographical listing of \( v = (v_1, v_2) \) gives us

\[
\begin{align*}
&v_1 & &v_2 & &v_1 & &v_2 \\
(1) & &1 & &1 & &3 & &0 \\
(2) & &1 & &0 & &4 & &0 \\
\end{align*}
\]

Consequently we have

(4.07) \( K^{(1)}(2, 3) = [S^* + \begin{pmatrix} 0 & 0 & 0 \\ 0 & 1 & 0 \end{pmatrix}; U \in Bd(2, 2)] \)

(4.08) \( K^{(2)}(2, 3) = [S^* + \begin{pmatrix} 0 & 0 & 0 \\ 0 & 1 & 0 \end{pmatrix}; U \in Bd(2, 2)] \)

(4.09) \( K^{(3)}(2, 3) = [S^* + \begin{pmatrix} 0 & 0 & 0 \\ 0 & 1 & 0 \end{pmatrix}; U \in Bd(2, 2)] \)

(4.10) \( K^{(4)}(2, 3) = [S^* + \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix}; U \in Bd(2, 2)] \).

The systematic enumerations give us

(4.11) \( K^{(1)}(2, 3) = [C_j^{(4)}, \overline{C_j^{(4)}}; j = 1, 2, 3, \ldots, 8] \),

where

(4.12) \( C_j^{(4)} = C_j^{(4)} + P^*V^{(4)} \)

with

(4.13) \[ \begin{align*}
&V^{(1)} = (1, 1) & &V^{(2)} = (1, 0) \\
&V^{(3)} = (0, 1) & &V^{(4)} = (0, 0).
\end{align*} \]

(4°) Each of the following sixteen stable configurations is an isolated stable configuration.

(4.14) \( C_1^{(4)}, C_2^{(4)}, C_3^{(4)}, C_4^{(4)}, C_5^{(4)}, C_6^{(4)}, C_7^{(4)}, C_8^{(4)} \)

(5°) For each non-isolated stable configuration we show its genealogy until we find out all its ancestors.

(a) \( C_i^{(4)} = \begin{pmatrix} 0 & 0 \\ 0 & 0 \end{pmatrix} \). This has the following six direct ancestors, among which two have no ancestors, and are in fact belonging to the Eden generation, as shown by (E).

(1.1) \( \begin{pmatrix} 0 & 0 & 1 \\ 0 & 1 & 0 \end{pmatrix} \)

(1.3) \( \begin{pmatrix} 0 & 0 & 0 \\ 0 & 1 & 0 \end{pmatrix} \)

(1.5) \( \begin{pmatrix} 1 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix} \)

(1.2) \( \begin{pmatrix} 0 & 0 & 0 \\ 0 & 1 & 0 \end{pmatrix} \)

(1.4) \( \begin{pmatrix} 0 & 0 & 0 \\ 1 & 0 & 0 \end{pmatrix} \)

(1.6) \( \begin{pmatrix} 0 & 1 & 0 \\ 0 & 0 & 0 \end{pmatrix} \)
We proceed to find out the set of all the direct ancestors for (1.1) in (4.15).

\[
\begin{align*}
(1.1.1) & \quad \begin{pmatrix} 0 & 1 & 1 & 0 \end{pmatrix} \quad (NA) \\
(1.1.2) & \quad \begin{pmatrix} 0 & 0 & 1 & 0 \end{pmatrix} \quad (NA) \\
(1.1.3) & \quad \begin{pmatrix} 0 & 0 & 1 \end{pmatrix} \quad (E) \\
(1.1.4) & \quad \begin{pmatrix} 0 & 1 & 0 \end{pmatrix} \quad (E),
\end{align*}
\]

where configurations having no direct ancestor are denoted by (NA).

There are simple transformations $S_i$ ($i = 1, 2$) such that

\[
\begin{align*}
\begin{pmatrix} 0 & 1 & 0 \end{pmatrix} & \quad (S) \quad \begin{pmatrix} 0 & 0 & 0 \end{pmatrix} \\
\begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 1 \end{pmatrix} & \quad (E) \quad \begin{pmatrix} 0 & 1 & 0 \end{pmatrix}
\end{align*}
\]

\[
\begin{align*}
\begin{pmatrix} 0 & 0 & 1 \end{pmatrix} & \quad (S) \quad \begin{pmatrix} 0 & 0 & 0 \\ 0 & 1 & 0 \end{pmatrix} \\
\begin{pmatrix} 0 & 1 & 0 \\ 0 & 0 & 0 \end{pmatrix} & \quad (E) \quad \begin{pmatrix} 0 & 0 & 1 \end{pmatrix}
\end{align*}
\]

\[
\begin{align*}
\begin{pmatrix} 0 & 0 & 0 \\ 0 & 1 & 0 \end{pmatrix} & \quad (S) \quad \begin{pmatrix} 0 & 0 & 1 \\ 0 & 0 & 0 \end{pmatrix} \\
\begin{pmatrix} 0 & 0 & 0 \\ 1 & 0 & 0 \end{pmatrix} & \quad (E) \quad \begin{pmatrix} 0 & 0 & 0 \\ 0 & 1 & 0 \end{pmatrix}
\end{align*}
\]

\[
\begin{align*}
\begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 1 \end{pmatrix} & \quad (S) \quad \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 1 \end{pmatrix} \\
\begin{pmatrix} 0 & 0 & 0 \\ 1 & 0 & 0 \end{pmatrix} & \quad (E) \quad \begin{pmatrix} 0 & 0 & 0 \\ 1 & 0 & 0 \end{pmatrix}
\end{align*}
\]

Fig. 4.2, (a). Genealogical lineage in the $2 \times 3$ cell space (1).
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\[(4.17) \quad S_4(0 \ 0 \ 0 \ 1) = (0 \ 0 \ 0 \ 0), \quad S_4(0 \ 0 \ 0 \ 1) = (0 \ 1 \ 0 \ 0), \]

which give us immediately direct ancestors for (1.2), and (1.5), in view of (5.16).

(b) \( C_0 = (0 \ 0 \ 0 \ 1) \). This has the following four direct ancestors.

\[(4.18) \quad (2.1) \quad \left( \begin{array}{ccc} 0 & 0 & 1 \\ 0 & 0 & 1 \end{array} \right) \quad (E) \quad (2.2) \quad \left( \begin{array}{ccc} 0 & 0 & 1 \\ 0 & 0 & 1 \end{array} \right) \quad (E) \]

\[(2.3) \quad \left( \begin{array}{ccc} 0 & 0 & 1 \\ 0 & 0 & 1 \end{array} \right) \quad (NA) \quad (2.4) \quad \left( \begin{array}{ccc} 0 & 0 & 1 \\ 0 & 0 & 1 \end{array} \right) \quad (NA) \]

Each of these four configurations has no direct ancestor.

(c) \( C_0 = (0 \ 0 \ 0 \ 1) \). This has the following four direct ancestors.

\[(4.19) \quad (4.1) \quad \left( \begin{array}{ccc} 0 & 0 & 1 \\ 0 & 0 & 1 \end{array} \right) \quad (E) \quad (4.2) \quad \left( \begin{array}{ccc} 0 & 0 & 1 \\ 0 & 0 & 1 \end{array} \right) \quad (NA) \]

\[(4.3) \quad \left( \begin{array}{ccc} 0 & 0 & 1 \\ 0 & 0 & 1 \end{array} \right) \quad (E) \quad (4.4) \quad \left( \begin{array}{ccc} 0 & 0 & 1 \\ 0 & 0 & 1 \end{array} \right) \quad (NA). \]

Again here each of these four configurations has no direct ancestor.

Fig. 4.2, (b). Genealogical lineage in the 2x3 cell space (2).

5. Genealogical classification of all the configurations in an \( m \times n \) cell space

In an \( m \times n \) cell space there exists a set of \( (m-1)(n-1) \) firing points \( \{q_{i,j}\} \) \((i=1, 2, \ldots, m-1; j=1, 2, \ldots, n-1)\). Let us denote the local majority transformation applied at the firing points \( q_{i,j} \) by \( T(i,j) \). To each pair of assigned configuration \( C \)
and LMT $T(i, j)$ in an $m \times n$ cell space we are concerned with the result of application of $T(i, j)$ to the configuration $C$, that is, $T(i, j)C$ and also with the solution of finding another configuration $C'$ such that $T(i, j)C' = C$ for the assigned configuration $C$. The location of each $q_{i,j}$ can be illustrated in the following Figure 5.1.

![Figure 5.1. The location of the firing point $q_{i,j}$.](image)

Now the following two observations are sufficient enough to obtain all the direct descendants and ancestors of any given configuration $C$.

**Observation (a):** At each firing point $q_{i,j}$ for which

\[ y_{i,j} + y_{i+1,j} + y_{i,j+1} + y_{i+1,j+1} \equiv 1 \pmod{2}, \]  

$T(i, j)C$ gives a direct descendant of $C$ which is different from the configuration $C$, but $C$ has no direct ancestor for which $T(i, j)C' = C$.

**Observation (b):** At each firing point $q_{i,j}$ for which

\[ y_{i,j} + y_{i+1,j} + y_{i,j+1} + y_{i+1,j+1} \equiv 0 \pmod{2}, \]  

$T(i, j)C$ is coincident with $C$. Regarding direct ancestors of $C$, there are two distinct cases (i) and (ii):

(i) When just two cells among the four cells have the value 1 and the other two cells have the value 0, then there is no direct ancestor $C'$ such that $T(i, j)C' = C$.

(ii) When each of all the four cells has the same value, either of 1 and 0, then there are four direct ancestors $C'$ such that $T(i, j)C' = C$.

We now introduce

**Definition 5.1.** A stable configuration is said to be isolated under the LMT if it has no direct ancestor.

The set of all the isolated stable configurations in an $m \times n$ cell space is denoted by $S_0(m, n)$, and hence the set of all the non-isolated stable configurations in an $m \times n$ cell space is $S_p(m, n) - S_0(m, n)$.

**Definition 5.2.** The sequence \( \{d^{(\nu)}(A)\} (\nu = 1, 2, 3, \cdots) \) of configurations defined by

\[ d^{(\nu)}(A) = d(d^{(\nu-1)}(A)), \quad (\nu = 2, 3, \cdots) \]

with the relations

\[ d^{(1)}(A) = d(A), \quad d^{(0)}(A) = A. \]

is called to be the sequence of descendants of a configuration $A$ in an $m \times n$ cell space.

**Definition 5.3.** The sequence \( \{a^{(\nu)}(A)\} (\nu = 1, 2, 3, \cdots) \) of configurations defined by
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\[ a^{(v)}(A) = a(a^{(v-1)}(A)) \quad (v = 2, 3, \ldots) \]

with the relations

\[ a^{(1)}(A) = a(A), \quad a^{(0)}(A) = A \]

is called to be the sequence of ancestors of a configuration A in an \( m \times n \) cell space.

In view of these Definitions we have

**Corollary 5.1.** For any configuration A there is a pair of non-negative integers \( N_d(A) \) and \( N_a(A) \) depending up the configuration A such that

\[ \Psi(A) = \sum_{v=0}^{N_d(A)} d^{(v)}(A) \]

\[ \Upsilon(A) = \sum_{v=0}^{N_d(A)} a^{(v)}(A). \]

Now a systematic procedure for determining a genealogical classification of all the configurations in an \( m \times n \) cell space can be given in the following way.

1° By means of Theorem 3 in [1], the set of all the possible \( 2^{m+n-1} \) stable configurations \( K_{\psi(m,n)}(m,n) \) in an \( m \times n \) cell space can be given in a systematic way, by a lexicographical listing of all the possible combinations of \( \{m_i\} \) \( (i = 1, 2, 3, \ldots) \) and \( \{n_j\} \) \( (j = 1, 2, \ldots) \) given in (2.07).

2° In view of Theorem 1 in [2], all the possible isolated stable configurations can be enumerated systematically. In fact a stable configuration is isolated if and only if at least one of the following two conditions (i) and (ii) is satisfied for (2.07):

\[ \begin{align*}
  (i) & \quad m_1 = m_2 = \cdots = m_k = 1 \\
  (ii) & \quad n_1 = n_2 = \cdots = n_l = 1.
\end{align*} \]

3° In view of the observations given above, we can determine \( a^{(v)}(S) \) \( (v = 1, 2, 3, \ldots, N_a(A)) \) and hence

\[ \Psi(S) = \sum_{v=0}^{N_d(A)} a^{(v)}(S) \]

to each assigned \( S \) belonging to \( K_{\psi(m,n)}(m,n) - S_0(m,n) \).

4° In view of the observations given above, we can determine \( d^{(v)}(B) \) \( (v = 1, 2, 3, \ldots, N_d(B)) \) and hence

\[ \Upsilon(B) = \sum_{v=0}^{N_d(B)} d^{(v)}(B) \]

to each assigned \( B \) belonging to \( \Psi(S) \).

5° We construct

\[ \Upsilon(S) = \{ \Upsilon(B) ; B \in \Psi(S) \} . \]

6° Let us choose any \( S_1 \) belonging to \( K_{\psi(m,n)}(m,n) - S_0(m,n) \).

\[ S(S_1) = K_{\psi(m,n)}(m,n) \cap \Upsilon(S_1) \]

\[ RK_{\psi}(S_1) = K_{\psi(m,n)}(m,n) - S_0(m,n) - S(S_1) . \]

Let us choose a configuration \( S_z \) belonging to \( RK_{\psi}(S_1) \).
Proceeding on $S_2$ similarly, as we have done for $S_1$ in (3°)~(5°), we construct $\mathcal{L}(B)$, and hence we define

\begin{align}
S(S_2) &= K_{\varphi(m,n)}(m,n) \cap \mathcal{L}(S_2) \\
\mathcal{R}K_{\varphi}(S_1, S_2) &= \mathcal{R}K_{\varphi}(S_1) - S(S_2). 
\end{align}

Then let us choose a configuration $S_3$ belonging to $\mathcal{R}K_{\varphi}(S_1, S_2)$.

(8°) The process indicated in (7°) will be repeated until a sequence of non-isolated stable configurations $\{S_i; i=1, 2, \ldots, k\}$ can be found which satisfies the following conditions.

\begin{enumerate}
  \item $2(S_1) \cap 2(S_i) = \emptyset$ (for $i \neq j$; $i, j = 1, 2, \ldots, k$)
  \item $2(S_i) \cap S(m, n) = \emptyset$ (for $i = 1, 2, \ldots, k$)
  \item $\mathcal{R}K_{\psi(m,n)}(A_1, A_2, \ldots, A_k) \neq \emptyset$ (for $\nu = 1, 2, \ldots, k-1$)
  \item $\mathcal{R}K_{\varphi(m,n)}(A_1, A_2, \ldots, A_k) = \emptyset$ (for $\nu = 1, 2, \ldots, k-1$)
  \item $K_{\varphi(m,n)}(m, n) = S_{\psi}(m, n) + \sum_{i=1}^{k} S(S_i)$
  \item $K(m, n) = S_{\psi}(m, n) + \sum_{i=1}^{k} \mathcal{L}(S_i)$.
\end{enumerate}

The construction procedure just given yields us the following result, which we may and we shall call a genealogical classification Lemma regarding the set of all the possible configurations in an $m \times n$ cell space.

**Lemma 1.** In the set of all the $2^{mn}$ possible configurations in an $m \times n$ cell space under LMT we can find a set of finite numbers of stable configurations $\{S_i; i=1, 2, \ldots, g\}$ such that

\begin{enumerate}
  \item $\mathcal{L}(S_i) \cap \mathcal{L}(S_j)$ $\neq \emptyset$ (for $i \neq j$; $i, j = 1, 2, \ldots, g$)
  \item For a certain positive integer $h(\leq g)$, we have
  \[ \mathcal{L}(S_i) = \{ S_i \} \quad (i=1, 2, 3, \ldots, h) \]
  \item $K(m, n) = \sum_{i=1}^{g} \mathcal{L}(S_i)$
  \item $K_{\varphi(m,n)}(m, n) = \sum_{i=1}^{g} K(S_i)$,
\end{enumerate}

where

\[ K(S_i) = \mathcal{L}(S_i) \cap K_{\varphi(m,n)}(m, n) \quad (i=1, 2, \ldots, g). \]

In performing the procedure given above, there are several considerations which are required to overcome the complex multiplitude caused by the existence of tremendous number of all the possible configurations in an $m \times n$ cell space amounting to be $2^{mn}$. At least two considerations are necessary for treating with even simple cases such as $3 \times 3$ and $4 \times 4$ and so on. The first one is to take into our consideration that rotation group inherited in the sets of configuration in an $n \times n$ cell space and induced by a rotation $\theta$ such that
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\[
\begin{pmatrix}
  a_{11} & a_{12} & \cdots & a_{1n} \\
  a_{21} & a_{22} & \cdots & a_{2n} \\
  \vdots & \vdots & \ddots & \vdots \\
  a_{n1} & a_{n2} & \cdots & a_{nn}
\end{pmatrix} = \begin{pmatrix}
  a_{n1} & a_{n-1, 1} & \cdots & a_{nn} \\
  a_{n2} & a_{n-1, 2} & \cdots & a_{n, 2} \\
  \vdots & \vdots & \ddots & \vdots \\
  a_{nn} & a_{n-1, n} & \cdots & a_{1n}
\end{pmatrix}.
\]

\section{5.19}

In fact, there are three groups induced by \( \Theta \):

\[ \Theta = \{1, \theta, \theta^2, \theta^3\} \]

\section{5.20}

\[ \Phi = \{1, \theta^3\} \]

\[ \Psi = \{1\} \]

where \( \theta^4 = 1 \) (identitical transformation).

The rotation group considerations make our enumeration works and findings of transition relations among configurations simpler by making no distinction among the configurations belonging to the same \( \theta \)-group such as \( \Theta \) and \( \Phi \).

This implies that we are actually concerned with structural aspect of configurations from the standpoint of category rather than with each individual configurations.

The second one is to be pragmatic in choosing a set of \( \{S_i\} \) in LEMMA 1 in the sense that \( \Xi(S_i) \) \((i = 1, 2, \ldots, g)\) may have an order of somewhat increasing complexity, that is, the simpler, the earlier.

EXAMPLE 5.1. A genealogical classification of the set \( K(3, 3) \) of all the configurations in a 3x3 cell space under LMT.

(a) The set of all the stable configurations \( K^{(st)}(3, 3) \). The lexicographical listing procedure given in Section 2 yields us the 16 stable configurations

\[
\begin{pmatrix}
  0 & 0 & 0 \\
  0 & 0 & 0 \\
  0 & 0 & 0
\end{pmatrix} = \begin{pmatrix}
  0 & 1 & 0 \\
  0 & 1 & 0 \\
  0 & 1 & 0
\end{pmatrix}
\]

\section{5.21}

and the set of the remaining 16 stable configurations is a conjugate set of (5.21). In combination with rotation group consideration the whole set of 32 stable configurations can be classified into the following:
Each $\vartheta$ group has 4 configurations, each $\phi$ group 2 configurations, while each $\psi$ group just one configuration. Consequently (5.22) represents the set of all the possible stable configurations in a $3 \times 3$ cell space, whose total number is 32.

(b) The set of all the isolated stable configurations $S_0(3, 3)$. The observations given in this Section shows that each of 14 stable configurations in $(3°), (3°), (5°), (5°), (6°)$ and $(6°)$ is isolated, and that the other $32 - 14 = 18$ stable configurations are non-isolated.

(c-1) Ancestor trees of $(4°)$ and $(4°)$

$$
\mathfrak{A}(\vartheta \begin{pmatrix} 0 & 1 & 1 \\ 1 & 0 & 0 \\ 1 & 0 & 0 \end{pmatrix}) = \vartheta \begin{pmatrix} 0 & 1 & 1 \\ 1 & 1 & 0 \\ 1 & 1 & 0 \end{pmatrix} + \vartheta \begin{pmatrix} 0 & 1 & 1 \\ 1 & 0 & 1 \\ 1 & 0 & 0 \end{pmatrix} + \vartheta \begin{pmatrix} 0 & 1 & 1 \\ 1 & 0 & 0 \\ 1 & 0 & 1 \end{pmatrix},
$$

where each of the right-hand side has no direct ancestor. Consequently we have

$$
\mathfrak{A}(\vartheta \begin{pmatrix} 0 & 1 & 1 \\ 1 & 0 & 0 \\ 1 & 0 & 0 \end{pmatrix}) = \sum_{\varrho \in \mathfrak{g}} d(\varrho) \vartheta \begin{pmatrix} 0 & 1 & 1 \\ 1 & 0 & 0 \\ 1 & 0 & 0 \end{pmatrix},
$$

as shown in Figure 5.2.

The ancestor tree of $(4°)$ can be obtained as the conjugates of (5.23) and (5.24).
In what follows we shall make use of the abbreviated notation

\[
a \Theta \left( \begin{array}{ccc} a_{11} & a_{12} & a_{13} \\ a_{21} & a_{22} & a_{23} \\ a_{31} & a_{32} & a_{33} \end{array} \right) = \Theta \left( \begin{array}{ccc} a_{11} & a_{12} & a_{13} \\ a_{21} & a_{22} & a_{23} \\ a_{31} & a_{32} & a_{33} \end{array} \right)
\]

and similar ones \( \Phi(\cdot), \Psi(\cdot) \) and \( \Xi(\cdot) \), for the sake of brevity.

(c-2) Ancestor trees of \((2^+)\) and \((2^+)\),

\[
a \Theta \left( \begin{array}{c} 0 \\ 0 \\ 0 \end{array} \right) = \Theta \left( \begin{array}{c} 1 \\ 0 \\ 1 \end{array} \right) + \Theta \left( \begin{array}{c} 0 \\ 0 \\ 1 \end{array} \right) + \Theta \left( \begin{array}{c} 0 \\ 0 \\ 0 \end{array} \right) + \Theta \left( \begin{array}{c} 0 \\ 0 \\ 1 \end{array} \right),
\]

where the third and the fourth summands in the right-hand side have no direct ancestor. Regarding the first and the second summands we have

\[
a \Theta \left( \begin{array}{c} 1 \\ 0 \\ 1 \end{array} \right) = \Theta \left( \begin{array}{c} 1 \\ 0 \\ 1 \end{array} \right) + \Theta \left( \begin{array}{c} 0 \\ 1 \\ 1 \end{array} \right) + \Theta \left( \begin{array}{c} 0 \\ 0 \\ 1 \end{array} \right) + \Theta \left( \begin{array}{c} 0 \\ 0 \\ 0 \end{array} \right)
\]

and

\[
a \Theta \left( \begin{array}{c} 0 \\ 0 \\ 1 \end{array} \right) = \Theta \left( \begin{array}{c} 1 \\ 0 \\ 1 \end{array} \right) + \Theta \left( \begin{array}{c} 0 \\ 1 \\ 1 \end{array} \right) + \Theta \left( \begin{array}{c} 0 \\ 0 \\ 1 \end{array} \right) + \Theta \left( \begin{array}{c} 0 \\ 0 \\ 0 \end{array} \right).
\]

Now each of all the summands of the right-hand side in (5.27) and (5.28) has no direct ancestor: some of them belong to the Eden generation. In the consequence we have

\[
\Phi(\cdot) \left( \begin{array}{c} 0 \\ 0 \\ 1 \end{array} \right) = \sum_{\nu=0}^{\infty} a^{(\nu)} \Theta \left( \begin{array}{c} 0 \\ 0 \\ 1 \end{array} \right)
\]
as shown in Figure 5.3. Similarly for \((2^\circ)^{\circ}\).

\[
\begin{array}{c}
(\text{NA}) \\
\theta \begin{pmatrix} 0 & 0 & 1 \\ 1 & 0 & 1 \\ 0 & 0 & 1 \end{pmatrix} \\
(\text{S}) \theta \begin{pmatrix} 0 & 0 & 1 \\ 0 & 0 & 1 \\ 0 & 0 & 1 \end{pmatrix} \\
(\text{NA}) \theta \begin{pmatrix} 0 & 1 & 1 \\ 0 & 0 & 1 \\ 0 & 0 & 1 \end{pmatrix} \\
(\text{NA}) \theta \begin{pmatrix} 1 & 0 & 1 \\ 0 & 0 & 1 \\ 0 & 0 & 1 \end{pmatrix} \\
(\text{NA}) \theta \begin{pmatrix} 1 & 0 & 1 \\ 0 & 0 & 1 \\ 1 & 0 & 1 \end{pmatrix} \\
(\text{NA}) \theta \begin{pmatrix} 1 & 0 & 1 \\ 0 & 0 & 1 \\ 0 & 0 & 1 \end{pmatrix} \\
(\text{E}) \theta \begin{pmatrix} 0 & 1 & 1 \\ 0 & 0 & 1 \\ 0 & 0 & 1 \end{pmatrix} \\
(\text{E}) \theta \begin{pmatrix} 0 & 1 & 1 \\ 0 & 0 & 1 \\ 0 & 0 & 1 \end{pmatrix} \\
(\text{E}) \theta \begin{pmatrix} 0 & 1 & 1 \\ 0 & 0 & 1 \\ 0 & 0 & 1 \end{pmatrix} \\
\end{array}
\]

Fig. 5.3. Ancestor tree \(\mathcal{A} \theta \begin{pmatrix} 0 & 0 & 1 \\ 0 & 0 & 1 \\ 0 & 0 & 1 \end{pmatrix}\)

(c-3) Ancestor trees of \((1^\circ)^{\circ}\) and \((1^\circ)^{\circ}\)

\[
\begin{align*}
(5.30) \quad a \theta \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix} &= \theta \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 0 & 0 \end{pmatrix} + \theta \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix} + \mathcal{F} \begin{pmatrix} 0 & 0 & 1 \\ 0 & 1 & 0 \\ 0 & 0 & 0 \end{pmatrix}.
\end{align*}
\]

In the right-hand side of (5.30), the third term belongs to the Eden generation, while the applications of observations mentioned in this Section yield us

\[
\begin{align*}
(5.31) \quad a \theta \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 0 & 0 \end{pmatrix} &= \theta \begin{pmatrix} 1 & 0 & 1 \\ 0 & 0 & 1 \\ 0 & 0 & 0 \end{pmatrix} + \theta \begin{pmatrix} 1 & 0 & 1 \\ 0 & 0 & 1 \\ 0 & 0 & 0 \end{pmatrix} + \theta \begin{pmatrix} 1 & 0 & 1 \\ 0 & 0 & 1 \\ 0 & 0 & 0 \end{pmatrix} \\
&+ \theta \begin{pmatrix} 0 & 0 & 1 \\ 0 & 1 & 1 \\ 0 & 0 & 0 \end{pmatrix} + \theta \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 1 \\ 1 & 0 & 0 \end{pmatrix} + \theta \begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 1 & 0 \end{pmatrix}.
\end{align*}
\]

In the right-hand side of (5.31), the third term belongs to the Eden generation and the fourth one has no ancestor, and we have also
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(5.32) \[ a\Theta\begin{pmatrix} 0 & 0 & 1 \\ 0 & 0 & 1 \\ 1 & 0 & 0 \end{pmatrix} = \Theta\begin{pmatrix} 1 & 0 & 1 \\ 0 & 0 & 1 \\ 1 & 0 & 0 \end{pmatrix} + \Theta\begin{pmatrix} 0 & 1 & 1 \\ 0 & 1 & 1 \\ 1 & 0 & 0 \end{pmatrix} + \Theta\begin{pmatrix} 0 & 1 & 1 \\ 1 & 0 & 1 \\ 1 & 0 & 0 \end{pmatrix} + \Theta\begin{pmatrix} 0 & 1 & 1 \\ 0 & 1 & 1 \\ 1 & 0 & 0 \end{pmatrix}, \]

(5.33) \[ a\Theta\begin{pmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ 0 & 0 & 0 \end{pmatrix} = \Theta\begin{pmatrix} 0 & 1 & 0 \\ 1 & 0 & 1 \\ 0 & 0 & 0 \end{pmatrix} + \Theta\begin{pmatrix} 0 & 1 & 0 \\ 0 & 1 & 1 \\ 0 & 0 & 0 \end{pmatrix} + \Theta\begin{pmatrix} 0 & 1 & 0 \\ 0 & 1 & 1 \\ 1 & 0 & 0 \end{pmatrix} + \Theta\begin{pmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ 1 & 0 & 0 \end{pmatrix}. \]

It is now convenient to introduce a set of configurations defined by

(5.34) \[ \Theta_1\begin{pmatrix} a_{11} & a_{12} & a_{13} \\ a_{21} & a_{22} & a_{23} \\ a_{31} & a_{32} & a_{33} \end{pmatrix} = \Theta_1\begin{pmatrix} a_{11} & a_{12} & a_{13} \\ a_{21} & a_{22} & a_{23} \\ a_{31} & a_{32} & a_{33} \end{pmatrix} + \Theta_1\begin{pmatrix} a_{11} & a_{12} & a_{13} \\ a_{21} & a_{22} & a_{23} \\ a_{31} & a_{32} & a_{33} \end{pmatrix} + \Theta_1\begin{pmatrix} a_{11} & a_{12} & a_{13} \\ a_{21} & a_{22} & a_{23} \\ a_{31} & a_{32} & a_{33} \end{pmatrix} + \Theta_1\begin{pmatrix} a_{11} & a_{12} & a_{13} \\ a_{21} & a_{22} & a_{23} \\ a_{31} & a_{32} & a_{33} \end{pmatrix}. \]

Then the ancestor tree of the first term of the right-hand side of (5.30) can be shown as in Figure 5.4.

We summarize the result:

(5.35) \[ \mathbb{A}\Theta\begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 0 & 0 \end{pmatrix} = \sum_{\nu=0}^{3} a_\nu \Theta\begin{pmatrix} 0 & 0 & 0 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix} + \Theta\begin{pmatrix} 0 & 0 & 1 \\ 0 & 0 & 1 \\ 1 & 0 & 0 \end{pmatrix} + \Theta\begin{pmatrix} 0 & 1 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 0 \end{pmatrix} + \Theta\begin{pmatrix} 0 & 1 & 1 \\ 0 & 1 & 1 \\ 1 & 0 & 0 \end{pmatrix} + \Theta\begin{pmatrix} 1 & 0 & 1 \\ 0 & 1 & 0 \\ 1 & 0 & 0 \end{pmatrix} + \Theta\begin{pmatrix} 1 & 0 & 1 \\ 0 & 1 & 1 \\ 0 & 0 & 0 \end{pmatrix} + \Theta\begin{pmatrix} 1 & 0 & 1 \\ 1 & 0 & 0 \\ 0 & 0 & 0 \end{pmatrix} + \Theta\begin{pmatrix} 0 & 1 & 0 \\ 0 & 1 & 0 \\ 1 & 0 & 0 \end{pmatrix} + \Theta\begin{pmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ 0 & 0 & 0 \end{pmatrix} + \Theta\begin{pmatrix} 0 & 1 & 0 \\ 0 & 0 & 1 \\ 0 & 0 & 0 \end{pmatrix}. \]
We have

\[
(5.36) \quad d\theta \left( \begin{array}{l} 0 \\ 0 \\ 0 \\ 0 \\ 0 \\ 0 \end{array} \right)
= \theta \left( \begin{array}{l} 1 \\ 0 \\ 0 \\ 0 \\ 0 \\ 0 \end{array} \right) + \theta \left( \begin{array}{l} 0 \\ 1 \\ 1 \\ 0 \\ 0 \\ 0 \end{array} \right) + \theta \left( \begin{array}{l} 0 \\ 0 \\ 1 \\ 0 \\ 0 \\ 0 \end{array} \right) + \theta \left( \begin{array}{l} 0 \\ 0 \\ 0 \\ 1 \\ 0 \\ 0 \end{array} \right) \\
+ \theta \left( \begin{array}{l} 0 \\ 0 \\ 0 \\ 1 \\ 0 \\ 0 \end{array} \right) + \theta \left( \begin{array}{l} 0 \\ 0 \\ 0 \\ 0 \\ 1 \\ 0 \end{array} \right) + \theta \left( \begin{array}{l} 0 \\ 0 \\ 0 \\ 0 \\ 0 \\ 1 \end{array} \right) \\
= \theta \left( \begin{array}{l} 1 \\ 0 \\ 1 \\ 0 \\ 0 \\ 0 \end{array} \right) + \theta \left( \begin{array}{l} 0 \\ 1 \\ 0 \\ 0 \\ 0 \\ 0 \end{array} \right) + \theta \left( \begin{array}{l} 0 \\ 0 \\ 1 \\ 0 \\ 0 \\ 0 \end{array} \right) + \theta \left( \begin{array}{l} 0 \\ 0 \\ 0 \\ 1 \\ 0 \\ 0 \end{array} \right) \\
+ \theta \left( \begin{array}{l} 0 \\ 0 \\ 0 \\ 0 \\ 1 \\ 0 \end{array} \right) + \theta \left( \begin{array}{l} 0 \\ 0 \\ 0 \\ 0 \\ 0 \\ 1 \end{array} \right),
\]

where the fifth term of the right hand side has no direct ancestor. We can proceed to find direct ancestors of the right-hand side quite similarly as before. Here we shall be content with giving the ancestor tree of the second summand.
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\[
a \Theta \left( \begin{array}{ccc} 0 & 0 & 1 \\ 0 & 0 & 1 \\ 0 & 0 & 0 \end{array} \right) = \Theta_1 \left( \begin{array}{ccc} 1 & 0 & 1 \\ 0 & 0 & 1 \\ 0 & 0 & 0 \end{array} \right) + \Theta_1 \left( \begin{array}{ccc} 0 & 1 & 1 \\ 0 & 0 & 1 \\ 0 & 0 & 0 \end{array} \right) + \Theta_1 \left( \begin{array}{ccc} 1 & 0 & 1 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{array} \right) \\
+ \Theta_1 \left( \begin{array}{ccc} 0 & 0 & 1 \\ 0 & 1 & 1 \\ 0 & 0 & 0 \end{array} \right) + \Theta_1 \left( \begin{array}{ccc} 0 & 0 & 1 \\ 1 & 0 & 0 \\ 1 & 0 & 0 \end{array} \right) + \Theta_1 \left( \begin{array}{ccc} 0 & 0 & 1 \\ 0 & 0 & 1 \\ 0 & 0 & 0 \end{array} \right)
\]

(5.37)

In the right hand side of (5.37) we have \( a+c+e+f+b+d \), say.

\[
a \Theta_1 \left( \begin{array}{ccc} 1 & 0 & 1 \\ 0 & 0 & 1 \\ 0 & 0 & 0 \end{array} \right) = \Theta_1 \left( \begin{array}{ccc} 1 & 0 & 1 \\ 0 & 0 & 1 \\ 0 & 0 & 0 \end{array} \right) + \Theta_1 \left( \begin{array}{ccc} 0 & 1 & 1 \\ 0 & 0 & 1 \\ 0 & 0 & 0 \end{array} \right) + \Theta_1 \left( \begin{array}{ccc} 1 & 0 & 1 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{array} \right) + \Theta_1 \left( \begin{array}{ccc} 0 & 0 & 1 \\ 0 & 0 & 1 \\ 0 & 0 & 0 \end{array} \right)
= a_1 + a_2 + a_3 + a_4, \text{ say}
\]

(5.38)

\[
a \Theta_1 \left( \begin{array}{ccc} 0 & 0 & 1 \\ 0 & 0 & 1 \\ 1 & 0 & 0 \end{array} \right) = \Theta_1 \left( \begin{array}{ccc} 1 & 0 & 1 \\ 0 & 0 & 1 \\ 0 & 0 & 0 \end{array} \right) + \Theta_1 \left( \begin{array}{ccc} 0 & 1 & 1 \\ 0 & 0 & 1 \\ 0 & 0 & 0 \end{array} \right) + \Theta_1 \left( \begin{array}{ccc} 1 & 0 & 1 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{array} \right) + \Theta_1 \left( \begin{array}{ccc} 0 & 0 & 1 \\ 0 & 0 & 1 \\ 0 & 0 & 0 \end{array} \right)
= b_1 + b_2 + b_3 + b_4, \text{ say}
\]

(5.39)

\[
a \Theta_1 \left( \begin{array}{ccc} 0 & 1 & 1 \\ 0 & 0 & 1 \\ 0 & 0 & 0 \end{array} \right) = \Theta_1 \left( \begin{array}{ccc} 0 & 1 & 1 \\ 0 & 0 & 1 \\ 0 & 0 & 0 \end{array} \right) + \Theta_1 \left( \begin{array}{ccc} 0 & 1 & 1 \\ 0 & 0 & 1 \\ 0 & 0 & 0 \end{array} \right) + \Theta_1 \left( \begin{array}{ccc} 0 & 0 & 1 \\ 0 & 0 & 1 \\ 0 & 0 & 0 \end{array} \right) + \Theta_1 \left( \begin{array}{ccc} 0 & 0 & 1 \\ 0 & 0 & 1 \\ 0 & 0 & 0 \end{array} \right)
= c_1 + c_2 + c_3 + c_4, \text{ say}
\]

(5.40)

\[
a \Theta_1 \left( \begin{array}{ccc} 0 & 1 & 1 \\ 0 & 1 & 1 \\ 0 & 0 & 0 \end{array} \right) = \Theta_1 \left( \begin{array}{ccc} 0 & 0 & 1 \\ 0 & 1 & 1 \\ 0 & 0 & 0 \end{array} \right) + \Theta_1 \left( \begin{array}{ccc} 0 & 0 & 1 \\ 0 & 0 & 1 \\ 0 & 0 & 0 \end{array} \right) + \Theta_1 \left( \begin{array}{ccc} 0 & 0 & 1 \\ 0 & 0 & 1 \\ 0 & 0 & 0 \end{array} \right) + \Theta_1 \left( \begin{array}{ccc} 0 & 0 & 1 \\ 0 & 0 & 1 \\ 0 & 0 & 0 \end{array} \right)
= c_{2,1} + c_{2,2} + c_{2,3} + c_{2,4}, \text{ say}
\]

(5.41)

\[
a \Theta_1 \left( \begin{array}{ccc} 0 & 0 & 1 \\ 0 & 1 & 0 \\ 0 & 1 & 0 \end{array} \right) = \Theta_1 \left( \begin{array}{ccc} 1 & 0 & 1 \\ 0 & 1 & 1 \\ 0 & 0 & 0 \end{array} \right) + \Theta_1 \left( \begin{array}{ccc} 0 & 1 & 1 \\ 0 & 0 & 1 \\ 0 & 0 & 0 \end{array} \right) + \Theta_1 \left( \begin{array}{ccc} 0 & 1 & 1 \\ 0 & 0 & 1 \\ 0 & 0 & 0 \end{array} \right) + \Theta_1 \left( \begin{array}{ccc} 0 & 1 & 1 \\ 0 & 0 & 1 \\ 0 & 0 & 0 \end{array} \right)
= d_1 + d_2 + d_3 + d_4, \text{ say}
\]

(5.42)

Here we notice that \( e, f, a_i, b_i, c_{i,1}, c_{i,2}, c_{i,3}, d_i, d_3, d_4 \) and \( d_4 \) has no ancestor, in fact some of them belong to Eden generation and that \( a_2 = b_2, b_3 = c_3, c_4 = d_1, d_4 = a_4 \).

The considerations given just now are sufficient to construct an ancestor tree for (5.37), as shown in Figure 5.5.

(d) The lineage

There are no novelities in finding out descendant trees. The completion of the whole ancestor and descendant relations among all the configurations would be laborous and tedious even in this simple Example. In order to observe the lineage relations among all the configurations in a \( 3 \times 3 \) cell space, we have to be concerned with the problem how many components do there exist. So far as this problem is concerned, our answer is given by Figure 5.6 in which a route connecting all the
non-isolated stable configurations \((1^\circ), (1^\circ), (2^\circ), (2^\circ), (4^\circ)\) and \((4^\circ)\) in (5.22) are shown, where the notion of \(\Theta\) rotations is not described for the same of brevity. This implies that all the non-isolated stable configurations constitute one lineage. It is evident that each isolated stable configuration has no ancestor and no descendant different from itself and hence constitute a (singular) lineage respectively.

Now we proceed to prove

**Theorem II.** The set of all the configurations in an \(m \times n\) cell space, for \(m, n \geq 3\), which are not isolated stable configurations constitutes one lineage. Each individual isolated stable configuration constitutes one lineage consisted of itself.

In order to prove this Theorem, we prepare a few Lemmas which have some interests in themselves. In a general pattern of all the stable configurations in an \(m \times n\) cell space given in Theorem 3 in Kitagawa-Yamaguchi \[1\], let us define

\[
m_0 = \max_{1 \leq i \leq k} \{m_i\}.
\]

\[
n_0 = \max_{1 \leq j \leq l} \{n_j\}.
\]

In what follows we shall be concerned with the cases when \(m, n \geq 3\), because other cases have been either substantially discussed in our previous Examples or
can be deduced from what we will discuss.

**Lemma 2.** A stable configuration is isolated if and only if it satisfies either one of the following three conditions

(a) \( m_0 = n_0 = 1 \)

(b) \( m > m_0 \geq 2 \) and \( n_0 = 1 \)

(c) \( m_0 = 1 \) and \( n > n_0 \geq 2 \).

The sufficiency of (5.45) is immediate, while the necessity follows from the combination of the following Lemmas 3 and 4 which deal with all the other remaining cases and which prove the non-isolation of those stable configurations.

**Lemma 3.** Each stable configuration which satisfies the condition

(d) \( m > m_0 \geq 2 \) and \( n_0 > n \geq 2 \)
has an ancestor common with at least either of the two configurations $C_0$ and $C_1$.

**Proof.** Let us consider the case (d). Due to the condition (5.46), (d), a stable configuration has at least one $3 \times 3$ cell space of the following types

\[
\begin{align*}
\text{(i)} & \quad \begin{pmatrix} 0 & 1 & 1 \\ 1 & 0^* & 0 \\ 1 & 0 & 0 \end{pmatrix} \\
\text{(ii)} & \quad \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 1 & 0^* & 0 \end{pmatrix} \\
\text{(iii)} & \quad \begin{pmatrix} 0 & 0 & 1 \\ 1 & 1 & 0 \\ 0 & 0^* & 1 \end{pmatrix} \\
\text{(iv)} & \quad \begin{pmatrix} 1 & 1 & 0 \\ 0 & 0 & 1 \\ 0 & 0^* & 1 \end{pmatrix}
\end{align*}
\]

\[
\begin{align*}
\text{(v)} & \quad \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1^* & 1 \\ 0 & 1 & 1 \end{pmatrix} \\
\text{(vi)} & \quad \begin{pmatrix} 0 & 1 & 1 \\ 1 & 0 & 0 \\ 0 & 1^* & 1 \end{pmatrix} \\
\text{(vii)} & \quad \begin{pmatrix} 1 & 1 & 0 \\ 0 & 0 & 1 \\ 0 & 0^* & 1 \end{pmatrix} \\
\text{(viii)} & \quad \begin{pmatrix} 1 & 1^* & 0 \\ 1 & 1 & 0 \\ 1 & 1 & 0 \end{pmatrix}
\end{align*}
\]

By changing $0^*$ and $1^*$ by 1 and 0 respectively we get a $2 \times 2$ basic cell space which, in combination of the other unchanged configuration, becomes to be a direct ancestor of the given configuration as well as to be an ancestor of $C_1$ and $C_0$ respectively. This completes the proof of the first part of the assertion of Lemma 3. The second part is verified by the existence of stable configurations having both replacements of 1 and 0 by $0^*$ and $1^*$ respectively.

**Lemma 4.** Each stable configuration which satisfies either of the following two conditions

\[
\begin{align*}
\text{(e)} & \quad m = m_o \quad \text{and} \quad n > n_o \geq 2 \\
\text{(f)} & \quad m > m_o \geq 2 \quad \text{and} \quad n = n_o
\end{align*}
\]

has an ancestor common to the configuration $C_o$ and also that common to the configuration $C_1$.

The proof is given only for the case (e), because the case (f) can be treated quite similarly. In order to simplify our descriptions, let us introduce several kinds of $m$-dimensional vectors

\[
\begin{align*}
1_o^* & = \begin{pmatrix} 1 \\ 1 \\ \vdots \\ 1 \\ 1 \end{pmatrix}, \quad 0_o^* = \begin{pmatrix} 0 \\ 0 \\ \vdots \\ 0 \\ 0 \end{pmatrix} \\
1_o & = \begin{pmatrix} 0 \\ 0 \\ \vdots \\ 0 \\ 1 \end{pmatrix}, \quad 0_o = \begin{pmatrix} 1 \\ 1 \\ \vdots \\ 1 \\ 1 \end{pmatrix}
\end{align*}
\]

which means that $1_o(0_o)$ has the sole one (zero) at some (suitably chosen) component. By means of the combination of these vectors we can denote a certain class of configurations.

For instance we have
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(5.51) \[
C(1^a_1, 1^a_2, 0^a_3) = \begin{pmatrix}
1 & 1 & \cdots & 1 & 1 & 0 & 0 & \cdots & 0 & 0 & \cdots & 0 \\
1 & 1 & \cdots & 1 & 0 & 1 & 0 & \cdots & 0 & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
1 & 1 & \cdots & 1 & 0 & 0 & \cdots & 0 & 0 & \cdots & 0 \\
\end{pmatrix}
\begin{pmatrix}
p_1 \\
p_2 \\
p_3 \\
\end{pmatrix}
\]

Now a stable configuration satisfying the condition (e) is either one of the following four configurations:

\begin{align*}
(1^\circ) \quad & C(1^a_0, 0^a_0, 1^a_0, 0^a_4, \cdots, 1^a_4) \\
(2^\circ) \quad & C(1^a_0, 0^a_0, 1^a_0, 0^a_4, \cdots, 0^a_4) \\
(3^\circ) \quad & C(0^a_0, 1^a_0, 0^a_0, 1^a_4, \cdots, 1^a_4) \\
(4^\circ) \quad & C(0^a_0, 1^a_0, 0^a_0, 1^a_4, \cdots, 0^a_4),
\end{align*}

for which \( n_0 = \max (n_j) \geq 2. \)

Furthermore two configuration \( C^{(1)} \) and \( C^{(2)} \) is denoted by \( C^{(1)} \rightarrow C^{(2)} \) if there exists a LMT which transforms \( C^{(1)} \) to \( C^{(2)}. \) For instance, we observe, in view of (5.51)

\begin{align*}
(5.52) \quad & C(1^a_0, 0^a_0, 1^a_0, 0^a_0, \cdots) \rightarrow C(1^a_0, 0^a_0, 1^a_0, 0^a_0, \cdots) \\
(5.53) \quad & C(1^a_0, 0^a_0, 1^a_0, 0^a_0, \cdots) \rightarrow C(1^a_0, 0^a_0, 1^a_0, 0^a_0, \cdots)
\end{align*}

and so on.

After these preparations, let us now turn to

**Proof of Lemma 4.** There are \( n \) sequences of applications of LMT such that

\begin{align*}
(5.54) \quad & C(1^a_0, 0^a_0, 1^a_0, 0^a_0, \cdots) \rightarrow C(1^a_0, 0^a_0, 1^a_0, 0^a_0, \cdots) \\
(5.55) \quad & C(1^a_0, 0^a_0, 1^a_0, 0^a_0, \cdots) \rightarrow C(1^a_0, 0^a_0, 1^a_0, 0^a_0, \cdots)
\end{align*}

for \( k = 1, 2, \cdots, n-1. \) The combinations of these \( n \) sequences shows that \( C(1^a_0, 0^a_0, \cdots) \) is a common ancestor to all the configurations in these \( n \) sequences. In particular \( C(1^a_k, 0^a_w, \cdots) \) \((k = 1, 2, \cdots, n)\) belong to the same lineage which is denoted by

\begin{align*}
(5.56) \quad & C(1^a_k, 0^a_w, \cdots) \sim C(1^a_k, 0^a_w, \cdots) \sim C(1^a_k, 0^a_w, \cdots) \sim \cdots
\end{align*}

and more simply by

\begin{align*}
(5.57) \quad & C(1^a_k, 0^a_w, \cdots) \sim C(1^a_k, 0^a_w, \cdots) \sim C(1^a_k, 0^a_w, \cdots) \sim \cdots
\end{align*}

and more simply by

\begin{align*}
(5.58) \quad & 1 \ 0^{n-1} \sim 1^2 \ 0^{n-2} \sim 1^3 \ 0^{n-3} \sim \cdots \sim 1^k \ 0^{n-k} \sim \cdots \sim 1^n.
\end{align*}

Similar argument gives us also

\begin{align*}
(i) \quad & 1 \ 0^{n-1} \sim 1^2 \ 0^{n-2} \sim 1^3 \ 0^{n-3} \sim \cdots \sim 1^k \ 0^{n-k} \sim \cdots \sim 1^n
\end{align*}

\begin{align*}
(ii) \quad & 0^{n-1} \ 1 \sim 0^{n-2} \ 1^2 \sim 0^{n-3} \ 1^3 \sim \cdots \sim 0^{n-k} \ 1^k \sim \cdots \sim 1^n
\end{align*}

\begin{align*}
(iii) \quad & 1^{n-1} \ 0 \sim 1^{n-2} \ 0^2 \sim 1^{n-3} \ 0^3 \sim \cdots \sim 1^{n-k} \ 0^k \sim \cdots \sim 0^n
\end{align*}

\begin{align*}
(iv) \quad & 0 \ 1^{n-1} \sim 0^2 \ 1^{n-2} \sim 0^3 \ 1^{n-3} \sim \cdots \sim 0^n \ 1^{n-k} \sim \cdots \sim 0^n.
\end{align*}

In combination for (i), (ii), (iii), (iv) in (5.58) we have
that is, the set of configurations \( \{0^{n-k}1^k, 1^k0^{n-k} \} \) for \( k = 0, 1, 2, \ldots, n \) belongs to the same lineage.

The result shown in (5.59) can be applied to each case (1°), (2°), (3°) and (4°) in (5.52), since there exists at least one \( n_p \) such that \( n_p = n_0 \geq 2 \), and through all cases we find that they belong to the same lineage with the configurations \( C_0 \) and \( C_1 \), as we were to prove.

It is noted that the non-isolated configurations \( C_0 \) and \( C_1 \) satisfy the condition

\[(5.48) \quad (g) \quad m = m_0, \quad n = n_0, \]

which, in combination with (5.48) (a)\( \sim \)(f), exhausts all the possible cases for the set of all the stable configurations in an \( m \times n \) cell space. In the consequence we have

**Lemma 5.** The set of all the non-isolated stable configurations constitutes one lineage.

This is evident from the combination of **Lemma 4** and **5, in view of** (5.48) (d), (e), (f), and (g).

**Proof of Theorem II.** To any assigned configuration, which is not an isolated stable configuration, in an \( m \times n \) cell space, there exists a sequence of LMT whose applications lead to a non-isolated stable configuration, that is to say, it is an ancestor of at least one non-isolated stable configuration, and hence belongs to the same lineage with this non-isolated stable configuration. Since the set of all the non-isolated stable configurations constitute one lineage, any assigned configuration which is not an isolated stable configuration belongs to the same lineage, as we were to prove.
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