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§ 1. Introduction.

The works related to the present one are Kudô [1], and Kudô and Fujisawa [2], [3], and the present paper follows the principle stated in § 5 of [3]. In the present paper, we are concerned with a multivariate normal population with a mean vector

\[ \theta : \theta' = (\theta_1, \theta_2, \ldots, \theta_k) \quad k \geq 2 \]

and a known variance unit matrix \( I \). The problem is to test hypothesis \( H_0 : \theta_i = 0 \) \( (i = 1, 2, \ldots, k) \) against the alternative hypothesis \( H_1 : (\theta_i \geq 0, i = 1, 2, \ldots, k) \) or \( (\theta_i \leq 0, i = 1, 2, \ldots, k) \), where the inequality is strict for at least one value of \( i \) in either case. For the test we shall define a statistic, \( \chi^2 \), based on the likelihood ratio criterion and derive the probability distribution function of the \( \chi^2 \) statistic and also present a table of the percentage points appropriate to the test.

§ 2. The likelihood ratio criterion.

We are concerned with the testing problem mentioned above. Let \( X(1)' = (X_{11}, X_{21}, \ldots, X_{1j}, \ldots, X_{kj}) \) is distributed according to the \( k \)-variate normal distribution with the mean vector

\[ \theta' = (\theta_1, \theta_2, \ldots, \theta_k) \]

and a known unit variance matrix, for \( j = 1, \ldots, n \). Let \( (X_1', X_2', \ldots, X_n') \) be a random sample of size \( n \) and \( \bar{X} \) be the random sample mean. In this section we shall derive and discuss the computation of the likelihood ratio criterion.

The joint distribution of the sample under the alternative hypothesis is given by

\[
\begin{align*}
\lambda(+) &= \max_{\theta_i \geq 0} f \quad \frac{\lambda(-)}{\max_{\theta_i \geq 0} f} \\
\lambda(+) &= \frac{1}{(\sqrt{2\pi})^{kn}} \exp \left[ -\frac{1}{2} \sum_{j=1}^{n} (X^{(j)}-\theta)'(X^{(j)}-\theta) \right] \\
\lambda(-) &= \frac{1}{(\sqrt{2\pi})^{kn}} \exp \left[ -\frac{1}{2} \sum_{j=1}^{n} (X^{(j)}-\bar{X})'(X^{(j)}-\bar{X}) + n(\bar{X}-\theta)'(\bar{X}-\theta) \right]
\end{align*}
\]

Consider

\[ \lambda(+) = \max_{\theta_i \geq 0} f \quad \frac{\lambda(-)}{\max_{\theta_i \geq 0} f} \quad \lambda(+) \quad i = 1, \ldots, k \]
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\[ \lambda(\cdot) = \max_{\theta \leq 0} \frac{\max f}{\max f_{\theta \equiv 0}} \]

\[ = \exp \left[ -\frac{1}{2} \sum_{i=1}^{k} n(X_i - \theta) (X_i - \theta)^{'} \right] \quad \text{(2.2)} \]

The likelihood ratio test is based on whether \( \lambda(\cdot, \lambda(-)) \)

is too small or not. Evaluation of (2.4) is equivalent to examining the following statistic

\[ \tilde{\chi}^2 = \max \{ \chi^2(+), \chi^2(-) \} \quad \text{(2.5)} \]

where

\[ \chi^2(+) = n \{ \bar{X}^{'} A^{-1} \bar{X} - \min_{\theta \geq 0} (\bar{X} - \theta)^{'} (\bar{X} - \theta) \} \quad \text{(2.6)} \]

and

\[ \chi^2(-) = n \{ \bar{X}^{'} A^{-1} \bar{X} - \min_{\theta \equiv 0} (\bar{X} - \theta)^{'} (\bar{X} - \theta) \} . \quad \text{(2.7)} \]

We shall call (2.5), (2.6) and (2.7), respectively, \( \chi^2 \)-statistic, \( \chi^2(+) \)-statistic and \( \chi^2(-) \)-statistic.

For the calculation of the probability that \( \chi^2 \) exceeds \( c^2 \), \( \Pr(\chi^2 \geq c^2) \), when the null hypothesis is true, we need the following lemma by Kudô [1], and we shall state them without proof.

With every \( X \) in the space \( R \) of the sample mean vector, we associate a point \( X^* \), termed the minimum point of

\[ \min_{m \in M, \theta} (X - m)^{'} A^{-1} (X - m) = (X - X^*)^{'} A^{-1} (X - X^*) , \quad \text{(2.8)} \]

where \( A \) is non-singular known matrix and \( m' = (m_1, \ldots, m_k) \). We divide \( R \) into \( 2^k \) disjoint subsets, \( R = \bigcup_{\phi \subseteq M \subseteq K} R_M \), where \( R_M \) is the totality of points \( X \) such that

\[ x_i^* = 0 \quad (i \in M) , \quad x_i^* > 0 \quad (i \in M) , \quad \text{(2.9)} \]

where \( X^* = (x_1^*, x_2^*, \ldots, x_k^*) \) is the minimum point of (2.8) associated with \( X \). Let

\[ \bar{U}^2(+) = \{ X^{'} A^{-1} X - \min_{m \in M, \theta} (X - m)^{'} A^{-1} (X - m) \} . \quad \text{(2.10)} \]

**Lemma (Kudô [1]).** Let \( X_1, \ldots, X_k \) be distributed in a multivariate normal distribution with mean \( m' = (m_1, \ldots, m_k) \) and variance-covariance matrix \( A \). The probability that the value of \( \bar{U}^2(+) \)-statistic, computed taking the null hypothesis as \( H_0: m_i = 0 \) \((i = 1, \ldots, k)\) and the alternative as \( H(+) : m_i \geq 0 \) \((i = 1, \ldots, k)\) where the inequality is strict for at least one value of \( i \), exceeds \( \tilde{\alpha}_0 \) is given by

\[ \Pr(\bar{U}^2(+) \geq \tilde{\alpha}_0) = \sum_{\phi \subseteq M \subseteq K} \Pr(\chi^2(M \subseteq \phi \geq 0) \Pr((A_M)^{-1}) \Pr(A_M, m') \quad \text{(2.11)} \]

where the summation runs over all the subsets \( M \) of \( K = \{1, \ldots, k\} \), \( n(M) \) is the number
of elements in $M, M'$ is the complement of $M, A_M$ is the variance matrix of $x_i, i \in M, A_{M',N}$ is the same under the condition $x_j = 0, j \in M$, and $P\{\Sigma\}$ is the probability that the variables distributed in a multivariate normal distribution with means zero and variance-covariance matrix $\Sigma$ are all positive. $\chi^2_{n(M)}$ has the chi-square distribution with n(M) degrees of freedom, where $\chi^2_{n(\phi)}$ is to be understood as a constant zero, $P(A_0, K) = 1$ and $P((A_K)^{-1}) = P((A_0)^{-1}) = 1$.

By using of the Lemma we shall have the following.

**Theorem.** Let $(X_1, \ldots, X_k)$ be distributed in a multivariate normal distribution with mean $\theta' = (\theta_1, \ldots, \theta_k)$, and variance-covariance matrix $I$. The probability that the $\chi^2$-statistic defined in (2.5), exceeds $c^2$ is given by

$$
Pr(\chi^2 \geq c^2) = \frac{1}{2^{k-1}} \sum_{m=1}^{k} C_{m} Pr(\chi^2_{m} \geq c^2) - \frac{1}{2^{k}} \sum_{m=1}^{k-1} C_{m} Pr(\chi^2_{m} \geq c^2) Pr(\chi^2_{k-m} \geq c^2),
$$

where $\chi^2_{m}$ has the chi-square distribution with $m$ degrees of freedom.

**Proof.** Because of the symmetry, the distributions of $\chi^2(+) \text{ and } \chi^2(-)$ are the same (Kudo [3]). The distribution of $\chi^2$ is thus

$$
Pr(\chi^2 \geq c^2) = Pr[\max(\chi^2(+), \chi^2(-)) \geq c^2] = 2Pr(\chi^2(+) \geq c^2) - Pr(\chi^2(+) \geq c^2, \chi^2(-) \geq c^2) = 2 \times \frac{1}{2^k} \sum_{m=1}^{k} C_{m} Pr(\chi^2_{m} \geq c^2) - \frac{1}{2^k} \sum_{m=1}^{k-1} C_{m} Pr(\chi^2_{m} \geq c^2, \chi^2_{k-m} \geq c^2) = \frac{1}{2^{k-1}} \sum_{m=1}^{k-1} C_{m} Pr(\chi^2_{m} \geq c^2) - \frac{1}{2^k} \sum_{m=1}^{k-1} C_{m} Pr(\chi^2_{m} \geq c^2, \chi^2_{k-m} \geq c^2).
$$

§ 3. Table.

The table provides the values of the percentage points $k = 2(1)15$. The values are expected to be correct up to 4 decimal places.

<table>
<thead>
<tr>
<th>$k$</th>
<th>$P$</th>
<th>0.995</th>
<th>0.990</th>
<th>0.975</th>
<th>0.950</th>
<th>0.900</th>
<th>0.750</th>
<th>0.500</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.017600</td>
<td>0.044480</td>
<td>0.090347</td>
<td>0.185750</td>
<td>0.509298</td>
<td>1.237167</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.058079</td>
<td>0.092871</td>
<td>0.174962</td>
<td>0.285756</td>
<td>0.476192</td>
<td>0.995993</td>
<td>1.970671</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.158015</td>
<td>0.227416</td>
<td>0.371017</td>
<td>0.546282</td>
<td>0.821061</td>
<td>1.500473</td>
<td>2.666056</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.301074</td>
<td>0.406138</td>
<td>0.611455</td>
<td>0.845426</td>
<td>1.195046</td>
<td>2.010388</td>
<td>3.335849</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>0.478319</td>
<td>0.618785</td>
<td>0.881359</td>
<td>1.170240</td>
<td>1.587008</td>
<td>2.522094</td>
<td>3.987574</td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>0.681947</td>
<td>0.856379</td>
<td>1.175852</td>
<td>1.512313</td>
<td>1.990527</td>
<td>3.034307</td>
<td>4.625837</td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>0.907528</td>
<td>1.14665</td>
<td>1.482866</td>
<td>1.86657</td>
<td>2.403370</td>
<td>3.546615</td>
<td>5.253643</td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>1.151017</td>
<td>1.389552</td>
<td>1.805624</td>
<td>2.233930</td>
<td>2.82487</td>
<td>4.053533</td>
<td>5.872720</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>1.408669</td>
<td>1.67457</td>
<td>2.139649</td>
<td>2.610753</td>
<td>3.248326</td>
<td>4.570431</td>
<td>6.484957</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>1.678800</td>
<td>1.973309</td>
<td>2.482728</td>
<td>2.993148</td>
<td>3.677997</td>
<td>5.081872</td>
<td>7.091235</td>
<td></td>
</tr>
<tr>
<td>12</td>
<td>1.960324</td>
<td>2.283959</td>
<td>2.833697</td>
<td>3.382208</td>
<td>4.111211</td>
<td>5.593107</td>
<td>7.692466</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>2.251002</td>
<td>2.601252</td>
<td>3.191178</td>
<td>3.775851</td>
<td>4.578961</td>
<td>6.103959</td>
<td>8.289210</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>2.549784</td>
<td>2.925883</td>
<td>3.554927</td>
<td>4.174239</td>
<td>4.987405</td>
<td>6.614581</td>
<td>8.882090</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>2.856056</td>
<td>3.257410</td>
<td>3.921384</td>
<td>4.576888</td>
<td>5.429311</td>
<td>7.124913</td>
<td>9.471535</td>
<td></td>
</tr>
</tbody>
</table>
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