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$§ 1. \textbf{Summary.}$ Let us consider a $k$ dimensional response surface of the second degree involving $k+2C_k$ unknown parameters $\beta_0, \beta_1, \beta_2, \ldots, \beta_{k-1}, \beta_{k+1}, \ldots, \beta_{k-1k}$ and $\beta_{kk}$ such that

$\varphi(x_1, x_2, \ldots, x_k) = \beta_0 + \sum_{i=1}^{k} \beta_i x_i + \sum_{i<j}^{k} \beta_{ij} x_i x_j + \sum_{i=1}^{k} \beta_{ii} x_i^2,$

where $x_1, x_2, \ldots, x_{k-1}$ and $x_k$ are fixed variates.

The observed values $y_a$ at the point $x_a = (x_{1a}, x_{2a}, \ldots, x_{ka})$ are assumed to be

$y_a = \varphi(x_{1a}, x_{2a}, \ldots, x_{ka}) + \varepsilon_a,$

where $\varepsilon_a (\alpha = 1, 2, \ldots, N)$ are the error terms distributed independently in the normal distribution $N(0, \sigma^2)$ with a common unknown variance $\sigma^2.$

(1.01) can also be expressed as

$\varphi(x_1, x_2, \ldots, x_k) = \eta_0 + \sum_{i=1}^{k} \beta_i \tilde{x}_i + \sum_{i<j}^{k} \beta_{ij} \tilde{x}_i \tilde{x}_j + \sum_{i=1}^{k} \beta_{ii} (x_i^2 - \tilde{x}_i^2),$

where we have put in reference with (1.01)

$\eta_0 = \beta_0 + \sum_{i=1}^{k} \beta_{ii} \tilde{x}_i^2,$

and

$\tilde{x}_i^2 = \frac{1}{N} \sum_{a=1}^{N} x_{ia}^2.$

The design matrix $D_{N,k}$ consists of the $k$ factors and the $N$ experimental points such that

$D_{N,k} = \begin{bmatrix}
x_{11} & x_{21} & \ldots & x_{k1} \\
x_{12} & x_{22} & \ldots & x_{k2} \\
\vdots & \vdots & \ddots & \vdots \\
x_{1N} & x_{2N} & \ldots & x_{kN}
\end{bmatrix}.$

Our problem is to compare the estimate of $\varphi(x_1, x_2, \ldots, x_k)$ obtained by the two stage sequential design with the one obtained by the one stage
designs, under the \( k \) dimensional model (1.02) of the second degree. By the two stage sequential design we mean the following procedure. First we make \( 2^k \) experiments with the design matrix \( D_{2^k,k} \) and decide whether or not we should carry out further experiments on the basis of the outcome of the experiment in the first step. If we decide to make further experiments, we make \((2k + 1)\) additional experiments with the design matrix \( D_{2^{k+2k+1},k} \) in total. In this paper we shall consider the procedure in the case when \( D_{2^k,k} \) is an orthogonal design matrix of two levels and \( D_{2^{k+2k+1},k} \) is an orthogonal design matrix called as the composite type introduced by G. E. P. Box and K. B. Wilson [3].

Sequential approaches have been advocated by G. E. P. Box and J. S. Hunter [2] in their response surface analysis, and the object of this paper is to give one of the possible formulations to sequential approach by which to yield an experimenter a basis of a criterion to decide how far sequential approach may be useful. Consequently our paper has the same purpose as T. Kitagawa [6], but, under our special cases and our procedure different from those formulated by him, the results are obtained which are more suited for numerical analysis than the general results given by T. Kitagawa [6].

In conclusion the author wishes her heartly thanks to Prof. T. Kitagawa for his kind encouragement.

§ 2. Least square results. The least square estimates \( b_0^{(i)}, b_1^{(i)}, \ldots, b_k^{(i)} \), \( b_{ij}^{(i)}, \ldots, b_{k-1,k}^{(i)} \) of the unknown parameters \( \eta_{01}, \beta_1, \ldots, \beta_k, \beta_{12}, \ldots, \beta_{k-k,k} \) respectively obtained by the experiments with the design matrix \( D_{2^k,k} \) are given by the following

\[
(2.01) \quad b_0^{(i)} = \frac{1}{2^k} \sum_{a=1}^{2^k} y_a,
\]

\[
(2.02) \quad b_i^{(i)} = \frac{1}{2^k} \sum_{a=1}^{2^k} x_{ia} y_a \quad (1 \leq i \leq k)
\]

and

\[
(2.03) \quad b_{ij}^{(i)} = \frac{1}{2^k} \sum_{a=1}^{2^k} x_{ia} x_{ja} y_a \quad (1 \leq i < j \leq k),
\]

where

\[
(2.04) \quad \eta_{01} = \beta_0 + \sum_{l=1}^{k} \beta_l \frac{1}{2^k} \sum_{a=1}^{2^k} x_{ia}^2.
\]

Since \( D_{2^k,k} \) is an orthogonal design matrix, the unbiased estimates \( b_0^{(i)}, b_1^{(i)}, \ldots, b_k^{(i)}, b_{ij}^{(i)}, \ldots, b_{k-2,k-1}^{(i)} \) and \( b_{k-k-1,k}^{(i)} \) can be easily seen to be normally independently distributed with the common variance \( \sigma^2/2^k \).

After making the experiments of the second step, the unbiased estimates of all the \( \sum_{k+2} C_k \) unknown parameters are available which are given by
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\[ b_0^{(i)} = \frac{1}{2^k + 2k + 1} \sum_{a=1}^{2^k+2k+1} y_a, \]

\[ b_i^{(i)} = \frac{1}{2^k + 2r^2} \sum_{a=1}^{2^k+2k+1} x_{ia} y_a \quad (1 \leq i \leq k), \]

\[ b_{ij}^{(i)} = b_{ij}^{(i)} \quad (1 \leq i < j \leq k) \]

and

\[ b_{ii}^{(i)} = \frac{1}{B} \sum_{a=1}^{2^k+2k+1} (x_{ia}^2 - \bar{x}_{ii}^2) y_a \quad (1 \leq i \leq k), \]

where

\[ 2r^2 = 2^k \left( (2^k + 2k + 1)^2 - 2^k \right), \]

\[ B = 2^k (1 - C)^2 + 2 (r^2 - C)^2 + (2k - 1) C^2, \]

\[ C = (2^k + 2r^2)/(2^k + 2k + 1) \]

and

\[ E(b_{ij}^{(i)}) = \eta_{02} = \beta_0 + \sum_{i=1}^{k} \frac{1}{2^k + 2k + 1} \sum_{a=1}^{2^k+2k+1} x_{ia}^2. \]

As the design matrix \( D_{2^k+2k+1,k} \) is orthogonal, these unbiased estimates are all normally independently distributed. In this case, however, they do have not a common variance. The variances of \( b_0^{(i)}, \{ b_i^{(i)} \}, \{ b_{ij}^{(i)} \} \) and \( b_{ii}^{(i)} \) are given by \( \sigma^2/(2^k + 2k + 1), \sigma^2/(2^k + 2r^2), \sigma^2/2^k \) and \( \sigma^2/B \) respectively.

§ 3. Two stage procedure. First we define our statistical procedure.

(1°) Make experiments involving \( 2^k \) observations \( y_a \) (\( \alpha = 1, 2, \cdots, 2^k \)) according to the design matrix \( D_{2^k,k} \).

(2°) Calculate the statistic \( F' \) which is defined by

\[ F' = \nu \frac{2^k \sum_{i=1}^{k} b_{ij}^{(i)}^2}{2^k \hat{\sigma}_{(i)}^2}, \]

where \( b_0^{(i)}, \{ b_i^{(i)} \} \) and \( \{ b_{ij}^{(i)} \} \) are the estimates of \( \eta_{i3}, \{ \beta_i \} \) and \( \{ \beta_{ij} \} \) given by (2.01), (2.02) and (2.03) respectively and

\[ \hat{\sigma}_{(i)}^2 = \frac{1}{2^k} \sum_{a=1}^{2^k} \left( y_a - b_0^{(i)} - \sum_{i=1}^{k} b_{ij}^{(i)} x_{ia} - \sum_{j<i} b_{ij}^{(i)} x_{ia} x_{ia} \right)^2, \]

\[ \nu = 2^k - (k^2 + k + 2)/2 \]

and

\[ \mu = k (k - 1)/2. \]

Since \( \hat{\sigma}_{(i)}^2 \) is independent to \( b_0^{(i)}, \{ b_i^{(i)} \} \) and \( \{ b_{ij}^{(i)} \} \), \( F' \) is distributed accord-
ing to the non-central $F$-distribution with the pair of the degrees of freedom $(\mu, \nu)$ and the non-centrality parameter

\[(3.05) \quad \lambda = 2^k \sum_{i<j} \beta_{ij}^2 / 2 \sigma^2.\]

Now let $\alpha$ be an assigned level of significance, such that $0 < \alpha < 1.$

$(3')_1$ If $F'$ turns out to be significantly large, that is,

\[(3.06) \quad F' \geq F_\alpha^\nu(\alpha),\]

which is the $\alpha$-point of the $F$-distribution with the pair of the degrees of freedom $(\mu, \nu)$, calculate

\[(3.07) \quad \hat{\varphi}_1(x_1, x_2, \ldots, x_k) = b_0^{(1)} + \sum_{i=1}^k b_i^{(1)} x_i + \sum_{i<j} b_{ij}^{(1)} x_i x_j\]

as the estimate of $\varphi(x_1, x_2, \ldots, x_k)$.

$(3')_2$ In the contrary case, that is, when

\[(3.08) \quad F' < F_\alpha^\nu(\alpha),\]

we make experiments of the second step according to the design matrix $D_{2^k+1,k}$ given by

\[(3.09) \quad D_{2^k+1,k} = \begin{pmatrix} \tau & 0 & \ldots & 0 \\ -\tau & 0 & \ldots & 0 \\ 0 & \tau & \ldots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & \ldots & 0 & \tau \\ 0 & \ldots & 0 & -\tau \\ 0 & \ldots & 0 & 0 & \end{pmatrix},\]

where $\tau$ is given by (2.09). And then calculate

\[(3.10) \quad \hat{\varphi}_2(x_1, x_2, \ldots, x_k) = b_0^{(1)} + \sum_{i=1}^k b_i^{(12)} x_i + \sum_{i<j} b_{ij}^{(12)} x_i x_j + \sum_{i=1}^k b_i^{(13)} (x_i^2 - \bar{x}_i^2),\]

for the estimate of $\varphi(x_1, x_2, \ldots, x_k)$.

We are proposing this estimate after the following motive. If the sum of squares of the interaction terms turns out to be significantly large compared with the error term, the model of the response surface which takes the first three terms of (1.03) into account would be a valid approximation to the true response surface, and we may be satisfied by the estimate of the response surface obtained from the experiments which yield us the estimates under the assumption that the fourth term in (1.03) is equal to zero. On the other hand, if it does not turn out to be significantly large compared with the error term, it will not be a valid approximation unless we do not
take the fourth term in (1.03) into account. To avail the estimate which satisfies such requirements we need to make further experiments. In short we are dealing with the statistical procedure applied to an incompletely specified model, that is, estimation after preliminary test of significance formulated and developed by several authors such as T. A. Bancroft [1], T. Kitagawa [4] and A. E. Paul [7].

§ 4. Main results. It is evident that \( \hat{\phi}(x_1, \ldots, x_k) \) is not generally an unbiased estimate of \( \varphi(x_1, \ldots, x_k) \). To see the nature of our estimate discussed in § 3, we may therefore appeal to the mean square error

\[
E\left\{ \left( \hat{\phi}(x_1, \ldots, x_k) - \varphi(x_1, \ldots, x_k) \right)^2 \right\}
\]

for each assigned point \( x = (x_1, \ldots, x_k) \) in the \( k \)-dimensional space. It will be, however, interesting to consider the norm defined by

\[
E\left\{ \int_{D} \left( \hat{\phi}(x_1, \ldots, x_k) - \varphi(x_1, \ldots, x_k) \right)^2 dx_1 \cdots dx_k \right\},
\]

where \( D \) is the domain in our consideration in the \( k \)-dimensional euclidian space.

As our problem is to discuss the merits of estimate obtained through the two stage design, we need, in addition to the norm of \( \hat{\phi}(x_1, \ldots, x_k) \), to calculate the estimate \( \hat{\phi}_1(x_1, \ldots, x_k) \), \( \hat{\phi}_2(x_1, \ldots, x_k) \) of \( \varphi(x_1, \ldots, x_k) \) obtained by the one stage designs \( D_{\phi,k} \) and \( D_{\phi+1,k+1} \) respectively. The norm depends on the domain of integration \( D \) and there is a good deal of freedom in the selection of \( D \). It appears, however, to be most appropriate to take \( D \) as \( k \)-dimensional cube which is defined by \( D_k: \sum_{i=1}^{k} x_i^2 \leq R \).

Hence we need to calculate

\[
N_{2k} = E\left\{ \int_{D} \left( \hat{\phi}_1(x_1, \ldots, x_k) - \varphi(x_1, \ldots, x_k) \right)^2 dx_1 \cdots dx_k \right\},
\]

\[
N_{2k+2k+1} = E\left\{ \int_{D} \left( \hat{\phi}_2(x_1, \ldots, x_k) - \varphi(x_1, \ldots, x_k) \right)^2 dx_1 \cdots dx_k \right\},
\]

and

\[
N_{2k+2k+1}(1-p) = E\left\{ \int_{D} \left( \hat{\phi}_3(x_1, \ldots, x_k) - \varphi(x_1, \ldots, x_k) \right)^2 dx_1 \cdots dx_k \right\} = Pr. \{ L \} E_L \left\{ \int_{D} \left( \hat{\phi}_1(x_1, \ldots, x_k) - \varphi(x_1, \ldots, x_k) \right)^2 dx_1 \cdots dx_k \right\} + Pr. \{ L^c \} E_{L^c} \left\{ \int_{D} \left( \hat{\phi}_2(x_1, \ldots, x_k) - \varphi(x_1, \ldots, x_k) \right)^2 dx_1 \cdots dx_k \right\},
\]

where \( L \) is an event \( F' \geq F_\alpha^k(\alpha) \), \( L^c \) is its complement and
(4.06) \[ p = \Pr \{ |L| = \int_{\varphi(c)}^{\infty} g_{n, \gamma}(F; \lambda) \, dF \] 

\[ = \sum_{i=0}^{\infty} e^{-\lambda} \left( \frac{\lambda}{i!} \right) \left[ 1 - I_{\lambda} \left( \frac{\mu}{2} + i, \frac{\nu}{2} \right) \right] \] 

\[ = \sum_{i=0}^{\infty} e^{-\lambda} \left( \frac{\lambda}{i!} \right) I_{1-\lambda} \left( \frac{\nu}{2}, \frac{\mu}{2} + i \right), \] 

where \( g_{n, \gamma}(F; \lambda) \) is the probability density of the non-central \( F \)-distribution with the pair of the degrees of freedom \((\mu, \nu)\) and the non-centrality parameter \( \lambda \), where \( \mu, \nu, \lambda \) and \( h \) are given by (3.03), (3.04) and (3.05),

(4.07) \[ h = \frac{\mu}{\nu} F_{\alpha}^* \left( \alpha \right) / \left[ 1 + \frac{\mu}{\nu} F_{\alpha}^* \left( \alpha \right) \right]. \]

We have put

(4.08) \[ I_{\lambda}(m, n) = \frac{\beta(m, n)}{B(m, n)}, \]

where

(4.09) \[ \beta(m, n) = \int_{0}^{h} t^{m-1} (1-t)^{n-1} dt, \quad m, n < 0, \quad 0 < h \leq 1. \]

**Theorem 1.** We have

(4.10) \[ N_{2k+1}^* = p N_{2k} + (1-p) N_{2k+2k+1}, \]

where

(4.11) \[ N_{2k} = -\frac{R_{k}^* \Pi_{k}^*}{2^k \Gamma \left( \frac{k}{2} + 3 \right)} \left( \frac{k}{2} + 2 \right) \left( \frac{k}{2} + 1 \right) \frac{1}{2^k} + R \left( \frac{k}{2} + 2 \right) \frac{1}{2^k} \]

\[ + R \left( \frac{k}{2} + 1 \right) \frac{1}{2^k} + R \left( \frac{k}{2} + 2 \right) + \frac{R^2}{4} \left( \sum_{i=1}^{k} \beta_{ii} \right)^2, \]

(4.12) \[ N_{2k+2k+1} = -\frac{R_{k}^* \Pi_{k}^*}{2^k \Gamma \left( \frac{k}{2} + 3 \right)} \left( \frac{k}{2} + 2 \right) \left( \frac{k}{2} + 1 \right) \frac{1}{2^k} + R \left( \frac{k}{2} + 2 \right) \frac{1}{2^k} \]

\[ + R \left( \frac{k}{2} + 2 \right) \frac{1}{2^k} + R \left( \frac{k}{2} + 1 \right) \frac{1}{2^k} + R^2 \left( \frac{k}{2} + 2 \right) + R^2 \frac{3}{4}, \]

and \( B, C \) and \( \rho \) are given by (2.10), (2.11) and (4.06).
Proof. Let us note that we have the following formula

\[ \prod_{i=1}^{m} \prod_{j=1}^{n} x_i^m x_j^n \, dx_1 \cdots dx_k = \frac{R^{m+n+k}}{2^k} \frac{\Gamma\left(\frac{m+1}{2}\right) \Gamma\left(\frac{n+1}{2}\right)}{\Gamma\left(\frac{m+n+k+1}{2}\right)}, \]

for \( m, n > -1 \) and \( 1 \leq i, j \leq k \) \((i \neq j)\).

It follows, in view of § 2, that \( b_0^{(1)}, |b_1^{(1)}|, |b_j^{(1)}| \) and \( \hat{\sigma}_u^{(1)} \) are mutually independent and the variances of \( b_0^{(1)}, |b_1^{(1)}| \) and \( |b_j^{(1)}| \) are equal to the common value \( \sigma^2/2^k \). Hence in view of § 2 and (4.13), the first term of the right hand side of (4.05) may be written

\[ \prod_{i=1}^{k} \prod_{j=1}^{k} \left[ \left( \frac{k+2}{2} \right) \left( \frac{k+2}{2} + 1 \right) \frac{1}{2^k} + R\left( \frac{k}{2} + 2 \right) \right] \]

On the other hand, it follows that \( b_0^{(12)}, |b_1^{(12)}|, |b_j^{(12)}| \) and \( |b_u^{(12)}| \) are mutually independent in virtue of § 2. Furthermore we have, in view of (2.15), (4.16), (4.17) and (4.18), \( b_0^{(12)}, |b_1^{(12)}|, |b_j^{(12)}| \) and \( |b_u^{(12)}| \) are independent to \( \hat{\sigma}_u^{(1)} \). Since \( b_0^{(1)} \) and \( \sum_{n=2^{k+1}}^{2^{k+2}+1} y_n \) are independent to \( \hat{\sigma}_u^{(1)} \),

\[ b_0^{(12)} = \left( 2^k b_0^{(1)} + \sum_{n=2^{k+1}}^{2^{k+2}+1} y_n \right) / (2^k + 2 + k + 1) \]

is independent to \( \hat{\sigma}_u^{(1)} \).

Similarly we have that

\[ b_0^{(12)} = \left( 2^k b_0^{(1)} + \sum_{n=2^{k+1}}^{2^{k+2}+1} x_n y_n \right) / (2^k + 2 + k + 1) \]

\[ b_0^{(12)} = \left( 2^k b_0^{(1)} + \sum_{n=2^{k+1}}^{2^{k+2}+1} x_n y_n \right) / (2^k + 2 + k + 1) \]

\[ b_0^{(12)} = \frac{1}{B} \sum_{n=1}^{2^{k+2}+1} (x_n^2 - \bar{x}_n) y_n \]

\[ b_0^{(12)} = \frac{1}{B} \sum_{n=1}^{2^{k+2}+1} (x_n^2 - \bar{x}_n) y_n \]

are independent to \( \hat{\sigma}_u^{(1)} \).
Now the second term of the right hand side of (4.05) may be written

\[(4.19) \quad Pr.\{L'\mid E_{L'}\} \left\{ \prod_{\xi} \phi_{2}(x_{1}, \ldots, x_{k}) - \phi(x_{1}, \ldots, x_{k}) \right\} dx_{1} \ldots dx_{k}\]

\[= (1 - \mu) \frac{R}{2^{k}} \frac{k}{k + 3} \left( \frac{k}{2} + 2 \right) \left( \frac{k}{2} + 1 \right) \frac{1}{2^{2} + 2k + 1} \]

\[+ R \left( \frac{k}{2} + 2 \right) \frac{1}{2} \frac{k}{2^{2} + 2r^{2}} \]

\[+ \frac{k}{B} \left[ C^{2} \left( \frac{k}{2} + 2 \right) \left( \frac{k}{2} + 1 \right) - RC \left( \frac{k}{2} + 2 \right) + R^{2} \left( \frac{3}{4} \right) \right] \]

\[+ \frac{R^{2} + 1 \text{ } \Gamma \left( \frac{3}{2} \right) \left( \frac{k}{2} + 2 \right) \left( \frac{k}{2} + 1 \right)}{2^{4} \text{ } \Gamma \left( \frac{k}{2} + 3 \right)} \quad \text{Pr.}\{L'\mid E_{L'}\} \left\{ \sum_{1\leq j \leq k} (b_{ij}^{(1)} - \beta_{ij})^{2} \right\}.\]

Here we have, in view of (4.17) and the variances of \( \{b_{ij}^{(1)}\} \) are given by \( \sigma^{2}/2^{k} \),

\[(4.20) \quad \text{Pr.}\{L\mid E_{L}\} \sum_{1 \leq i \leq k} (b_{ij}^{(1)} - \beta_{ij})^{2} + \text{Pr.}\{L'\mid E_{L'}\} \left\{ \sum_{1 \leq j \leq k} (b_{ij}^{(1)} - \beta_{ij})^{2} \right\}\]

\[= E \left\{ \sum_{1 \leq j \leq k} (b_{ij}^{(1)} - \beta_{ij})^{2} \right\}\]

\[= k (k - 1) \cdot \frac{\sigma^{2}}{2^{k}}.\]

Consequently (4.10) follows from (4.14), (4.15) and (4.20), as has to be proved.

§ 5. Numerical results. In case \( R = 1 \) and \( k = 3, 4, 5, 6 \), we have that the norms of our estimates (4.10), (4.11), (4.12) divided by the population variance are given by the following

\[(5.01) \quad N_{21} = 0.0898 \times 1.8439 + 0.5 \sum_{i=1}^{3} \beta_{ii}/\sigma^{2} + 5.50 \left( \sum_{i=1}^{3} \beta_{ii}/\sigma^{2} \right) \quad k = 3,\]

\[(5.02) \quad N_{21} = 0.0257 \times 1.3438 + 0.5 \sum_{i=1}^{3} \beta_{ii}/\sigma^{2} + 8.25 \left( \sum_{i=1}^{3} \beta_{ii}/\sigma^{2} \right) \quad k = 4,\]

\[(5.03) \quad N_{21} = 0.0157 \times 0.9219 + 0.5 \sum_{i=1}^{3} \beta_{ii}/\sigma^{2} + 11.50 \left( \sum_{i=1}^{3} \beta_{ii}/\sigma^{2} \right) \quad k = 5,\]

\[(5.04) \quad N_{21} = 0.0040 \times 0.6055 + 0.5 \sum_{i=1}^{3} \beta_{ii}/\sigma^{2} + 15.25 \left( \sum_{i=1}^{3} \beta_{ii}/\sigma^{2} \right) \quad k = 6,\]

\[(5.05) \quad N_{21+6+1} = 0.0898 \times 3.1192 = 0.2801 \quad k = 3,\]

\[(5.06) \quad N_{21+3+1} = 0.0257 \times 3.5888 = 0.0922 \quad k = 4,\]

\[(5.07) \quad N_{21+10+1} = 0.0157 \times 3.6691 = 0.0576 \quad k = 5,\]

\[(5.08) \quad N_{21+12+1} = 0.0040 \times 4.4678 = 0.0179 \quad k = 6.\]
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and

\[ N^*_{k(\alpha)} = p N_{2k} + (1 - p) N_{2k+2k+1} , \]

where we put

\[ N_{2k} = N_{2k}/\sigma^2 , \]

\[ N_{2k+2k+1} = N_{2k+4k+1}/\sigma^2 , \]

and

\[ N^*_{k(\alpha)} = N^*_{2k+(1-p)(2k+1)}/\sigma^2 . \]

Numerical tabulation of the values \( N^*_g, N^*_g+2k+1, N^*_{k(\alpha)} \) was carried out assuming

\[ \beta_{ij} = \beta^* , \quad 1 \leq i < j \leq k \]

and

\[ \beta_{ii} = \beta^{**} , \quad 1 \leq i \leq k , \]

for \( \alpha = 0.05, 0.25, \sigma^2/\beta^{**} = 50(50)200 \) and

\[ r = \left( \frac{\beta^{**}}{\sigma} \right)^2 / \left( \frac{\beta^*}{\sigma} \right)^2 = 1(1)5 \]

and \( r^{-1} = 1(1)5 \). For the numerical tabulation of \( p \) defined by

\[ (4.06) \]

we made use of the incomplete beta-function by K. Pearson [8] and Tables of the Poisson distribution by T. Kitagawa [5].
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Table 1. Values of $N'_{2k}$, $N'^*_{k(a)}$ and $N'_{2k+2k+1}$ when $\sigma^2/\beta^2 = 50$.

<table>
<thead>
<tr>
<th>$\sigma^2 (\text{Norm})$</th>
<th>$r$</th>
<th>5</th>
<th>4</th>
<th>3</th>
<th>2</th>
<th>1</th>
<th>1/2</th>
<th>1/3</th>
<th>1/4</th>
<th>1/5</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N'_{3}$</td>
<td></td>
<td>0.6236</td>
<td>0.5320</td>
<td>0.4404</td>
<td>0.3488</td>
<td>0.2572</td>
<td>0.2114</td>
<td>0.1961</td>
<td>0.1885</td>
<td>0.1839</td>
</tr>
<tr>
<td>$N'_{3(0.25)}$</td>
<td></td>
<td>0.3871</td>
<td>0.3746</td>
<td>0.3251</td>
<td>0.2985</td>
<td>0.2740</td>
<td>0.2617</td>
<td>0.2576</td>
<td>0.2556</td>
<td>0.2543</td>
</tr>
<tr>
<td>$N'_{3(0.05)}$</td>
<td></td>
<td>0.2872</td>
<td>0.2853</td>
<td>0.2834</td>
<td>0.2815</td>
<td>0.2796</td>
<td>0.2787</td>
<td>0.2784</td>
<td>0.2782</td>
<td>0.2781</td>
</tr>
</tbody>
</table>

Table 2. Values of $N'_{2k}$, $N'^*_{k(a)}$ and $N'_{2k+2k+1}$ when $\sigma^2/\beta^2 = 100$.

<table>
<thead>
<tr>
<th>$\sigma^2 (\text{Norm})$</th>
<th>$r$</th>
<th>5</th>
<th>4</th>
<th>3</th>
<th>2</th>
<th>1</th>
<th>1/2</th>
<th>1/3</th>
<th>1/4</th>
<th>1/5</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N'_{5}$</td>
<td></td>
<td>0.3946</td>
<td>0.3488</td>
<td>0.3030</td>
<td>0.2572</td>
<td>0.2114</td>
<td>0.1885</td>
<td>0.1808</td>
<td>0.1770</td>
<td>0.1747</td>
</tr>
<tr>
<td>$N'_{5(0.25)}$</td>
<td></td>
<td>0.3097</td>
<td>0.2979</td>
<td>0.2860</td>
<td>0.2742</td>
<td>0.2623</td>
<td>0.2564</td>
<td>0.2544</td>
<td>0.2534</td>
<td>0.2529</td>
</tr>
<tr>
<td>$N'_{5(0.05)}$</td>
<td></td>
<td>0.2824</td>
<td>0.2815</td>
<td>0.2806</td>
<td>0.2797</td>
<td>0.2787</td>
<td>0.2783</td>
<td>0.2781</td>
<td>0.2781</td>
<td>0.2780</td>
</tr>
<tr>
<td>$N'_{5+5+1}$</td>
<td></td>
<td>0.2801</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### Table 3. Values of \( N'_{2k} \), \( N^{*}_{k(a)} \) and \( N'_{2k+2k+1} \) when \( \sigma^2/\beta^2 = 150 \).

<table>
<thead>
<tr>
<th>( \sigma^{-2}(\text{Norm}) )</th>
<th>( r )</th>
<th>5</th>
<th>4</th>
<th>3</th>
<th>2</th>
<th>1</th>
<th>( \frac{1}{2} )</th>
<th>( \frac{1}{3} )</th>
<th>( \frac{1}{4} )</th>
<th>( \frac{1}{5} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( N'_{23} )</td>
<td>0.3182</td>
<td>0.2877</td>
<td>0.2572</td>
<td>0.2266</td>
<td>0.1961</td>
<td>0.1808</td>
<td>0.1758</td>
<td>0.1732</td>
<td>0.1713</td>
<td></td>
</tr>
<tr>
<td>( N^{*}_{23(0.25)} )</td>
<td>0.2899</td>
<td>0.2820</td>
<td>0.2742</td>
<td>0.2664</td>
<td>0.2586</td>
<td>0.2547</td>
<td>0.2534</td>
<td>0.2527</td>
<td>0.2523</td>
<td></td>
</tr>
<tr>
<td>( N'_{23(0.05)} )</td>
<td>0.2809</td>
<td>0.2802</td>
<td>0.2797</td>
<td>0.2791</td>
<td>0.2785</td>
<td>0.2781</td>
<td>0.2781</td>
<td>0.2780</td>
<td>0.2780</td>
<td></td>
</tr>
<tr>
<td>( N'_{24+6+1} )</td>
<td>0.2201</td>
<td>0.1493</td>
<td>0.1264</td>
<td>0.1034</td>
<td>0.0805</td>
<td>0.0575</td>
<td>0.0460</td>
<td>0.0422</td>
<td>0.0403</td>
<td>0.0391</td>
</tr>
<tr>
<td>( N'_{24} )</td>
<td>0.1662</td>
<td>0.1359</td>
<td>0.1055</td>
<td>0.0752</td>
<td>0.0448</td>
<td>0.0296</td>
<td>0.0246</td>
<td>0.0221</td>
<td>0.0205</td>
<td></td>
</tr>
<tr>
<td>( N^{*}_{24(0.25)} )</td>
<td>0.0978</td>
<td>0.0866</td>
<td>0.0753</td>
<td>0.0641</td>
<td>0.0529</td>
<td>0.0479</td>
<td>0.0454</td>
<td>0.0445</td>
<td>0.0439</td>
<td></td>
</tr>
<tr>
<td>( N^{*}_{24(0.05)} )</td>
<td>0.0957</td>
<td>0.0943</td>
<td>0.0929</td>
<td>0.0915</td>
<td>0.0901</td>
<td>0.0894</td>
<td>0.0892</td>
<td>0.0891</td>
<td>0.0890</td>
<td></td>
</tr>
<tr>
<td>( N'_{25+10+1} )</td>
<td>0.0526</td>
<td>0.0760</td>
<td>0.0613</td>
<td>0.0466</td>
<td>0.0319</td>
<td>0.0171</td>
<td>0.0098</td>
<td>0.0073</td>
<td>0.0061</td>
<td>0.0054</td>
</tr>
<tr>
<td>( N'_{25} )</td>
<td>0.1283</td>
<td>0.1055</td>
<td>0.0858</td>
<td>0.0600</td>
<td>0.0372</td>
<td>0.0259</td>
<td>0.0221</td>
<td>0.0202</td>
<td>0.0190</td>
<td></td>
</tr>
<tr>
<td>( N^{*}_{25(0.25)} )</td>
<td>0.0816</td>
<td>0.0739</td>
<td>0.0662</td>
<td>0.0584</td>
<td>0.0507</td>
<td>0.0468</td>
<td>0.0455</td>
<td>0.0449</td>
<td>0.0445</td>
<td></td>
</tr>
<tr>
<td>( N^{*}_{25(0.05)} )</td>
<td>0.0634</td>
<td>0.0616</td>
<td>0.0597</td>
<td>0.0578</td>
<td>0.0559</td>
<td>0.0550</td>
<td>0.0547</td>
<td>0.0545</td>
<td>0.0544</td>
<td></td>
</tr>
<tr>
<td>( N'_{26+12+1} )</td>
<td>0.0179</td>
<td>0.0855</td>
<td>0.0682</td>
<td>0.0525</td>
<td>0.0372</td>
<td>0.0259</td>
<td>0.0221</td>
<td>0.0202</td>
<td>0.0190</td>
<td></td>
</tr>
</tbody>
</table>

### Table 4. Values of \( N'_{2k} \), \( N^{*}_{k(a)} \) and \( N'_{2k+2k+1} \) when \( \sigma^2/\beta^2 = 200 \).

<table>
<thead>
<tr>
<th>( \sigma^{-2}(\text{Norm}) )</th>
<th>( r )</th>
<th>5</th>
<th>4</th>
<th>3</th>
<th>2</th>
<th>1</th>
<th>( \frac{1}{2} )</th>
<th>( \frac{1}{3} )</th>
<th>( \frac{1}{4} )</th>
<th>( \frac{1}{5} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( N'_{23} )</td>
<td>0.2801</td>
<td>0.2572</td>
<td>0.2343</td>
<td>0.2114</td>
<td>0.1885</td>
<td>0.1770</td>
<td>0.1732</td>
<td>0.1713</td>
<td>0.1702</td>
<td></td>
</tr>
<tr>
<td>( N^{*}_{23(0.25)} )</td>
<td>0.2801</td>
<td>0.2743</td>
<td>0.2685</td>
<td>0.2627</td>
<td>0.2568</td>
<td>0.2539</td>
<td>0.2530</td>
<td>0.2525</td>
<td>0.2522</td>
<td></td>
</tr>
<tr>
<td>( N^{*}_{23(0.05)} )</td>
<td>0.2801</td>
<td>0.2797</td>
<td>0.2792</td>
<td>0.2788</td>
<td>0.2783</td>
<td>0.2781</td>
<td>0.2780</td>
<td>0.2780</td>
<td>0.2780</td>
<td></td>
</tr>
<tr>
<td>( N'_{24+6+1} )</td>
<td>0.1206</td>
<td>0.1034</td>
<td>0.0862</td>
<td>0.0690</td>
<td>0.0518</td>
<td>0.0431</td>
<td>0.0403</td>
<td>0.0388</td>
<td>0.0380</td>
<td></td>
</tr>
<tr>
<td>( N'_{24} )</td>
<td>0.1001</td>
<td>0.0953</td>
<td>0.0906</td>
<td>0.0858</td>
<td>0.0811</td>
<td>0.0787</td>
<td>0.0779</td>
<td>0.0775</td>
<td>0.0773</td>
<td></td>
</tr>
<tr>
<td>( N^{*}_{24(0.25)} )</td>
<td>0.0939</td>
<td>0.0929</td>
<td>0.0919</td>
<td>0.0909</td>
<td>0.0899</td>
<td>0.0894</td>
<td>0.0892</td>
<td>0.0891</td>
<td>0.0891</td>
<td></td>
</tr>
<tr>
<td>( N^{*}_{24(0.05)} )</td>
<td>0.0922</td>
<td>0.0880</td>
<td>0.0842</td>
<td>0.0806</td>
<td>0.0772</td>
<td>0.0748</td>
<td>0.0742</td>
<td>0.0741</td>
<td>0.0741</td>
<td></td>
</tr>
<tr>
<td>( N'_{25+10+1} )</td>
<td>0.0576</td>
<td>0.0576</td>
<td>0.0555</td>
<td>0.0525</td>
<td>0.0495</td>
<td>0.0465</td>
<td>0.0436</td>
<td>0.0407</td>
<td>0.0380</td>
<td></td>
</tr>
<tr>
<td>( N'_{25} )</td>
<td>0.1283</td>
<td>0.1055</td>
<td>0.0828</td>
<td>0.0600</td>
<td>0.0372</td>
<td>0.0259</td>
<td>0.0221</td>
<td>0.0202</td>
<td>0.0190</td>
<td></td>
</tr>
<tr>
<td>( N^{*}_{25(0.25)} )</td>
<td>0.0816</td>
<td>0.0739</td>
<td>0.0662</td>
<td>0.0584</td>
<td>0.0507</td>
<td>0.0468</td>
<td>0.0455</td>
<td>0.0449</td>
<td>0.0445</td>
<td></td>
</tr>
<tr>
<td>( N^{*}_{25(0.05)} )</td>
<td>0.0634</td>
<td>0.0616</td>
<td>0.0597</td>
<td>0.0578</td>
<td>0.0559</td>
<td>0.0550</td>
<td>0.0547</td>
<td>0.0545</td>
<td>0.0544</td>
<td></td>
</tr>
<tr>
<td>( N'_{26+12+1} )</td>
<td>0.0179</td>
<td>0.0576</td>
<td>0.0466</td>
<td>0.0355</td>
<td>0.0245</td>
<td>0.0135</td>
<td>0.0079</td>
<td>0.0061</td>
<td>0.0052</td>
<td>0.0046</td>
</tr>
<tr>
<td>( N'_{26} )</td>
<td>0.0377</td>
<td>0.0322</td>
<td>0.0267</td>
<td>0.0212</td>
<td>0.0157</td>
<td>0.0129</td>
<td>0.0120</td>
<td>0.0115</td>
<td>0.0113</td>
<td></td>
</tr>
<tr>
<td>( N^{*}_{26(0.05)} )</td>
<td>0.0243</td>
<td>0.0225</td>
<td>0.0208</td>
<td>0.0190</td>
<td>0.0172</td>
<td>0.0163</td>
<td>0.0160</td>
<td>0.0158</td>
<td>0.0157</td>
<td></td>
</tr>
</tbody>
</table>
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