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# ON THE CONFIDENCE INTERVAL OF THE EXTREME VALUE OF A SECOND SAMPLE FROM A NORMAL UNIVERSE 

By<br>Akio KuDô<br>(Received Feb. 2, 1956)

§ 1. Introduction. Let $x_{1}, x_{2}, \ldots, x_{n}$ be a sample of size $n$ from a normal population with unknown mean value and variance. In this paper, we shall be concerned with the problem of making inference on the extreme values of another independent sample ( $y_{1}, y_{2}, \ldots, y_{m}$ ) from the same population, namely $y_{\text {max }}=\max \left(y_{1}, y_{2}, \ldots, y_{m}\right)$. At this point, we shall adopt the formulation of the two sample theory due to T. Kitagawa [10].

The current theories of statistical inference would be interested mainly in the inferences only on the unknown parameters of the population from which the sample was drawn, and if we are concerned with the problem concerning the observations in future, namely a second sample to be drawn from the same population, the classical formulation would suggest very of ten the following round-about way.
(i) First make a statistical inference about the population parameter from the first sample.
(ii) Next give a prediction about a second sample to be drawn from the same population, according to the inference about the population parameter obtained from the first sample.

If a statistician is asked to give answer to our problem, he might give an estimate $\hat{y}$ of the maximum, say, the value obtained by the following formulae

$$
\begin{equation*}
\Phi\left(\hat{y} / \bar{x}, s^{2}\right)=1-\frac{1}{N}, \tag{1.1}
\end{equation*}
$$

where $\bar{x}$ and $s^{2}$ are the sample mean and variance of the first sample and $\Phi\left(y / \mu, \sigma^{2}\right)$ is the normal distribution function with mean $\mu$ and variance $\sigma^{2}$. In this case we have

$$
\begin{equation*}
\hat{y}=\bar{x}+\lambda_{N} s, \tag{1.2}
\end{equation*}
$$

where $\lambda$ is defined by $\Phi\left(\lambda_{N} / 0,1\right)=1-1 / N$. Although this procedure is by no means correct, some statistician might be tempted to use this in their practical situations.

In this paper, we shall give direct formulae for the tabulation of the confidence interval of the extreme value of a second sample of the following form,

$$
\begin{equation*}
P\left(y_{\text {max }} \leq \bar{x}+\lambda_{p}(n, m) s\right)=p \tag{1.3}
\end{equation*}
$$

where $n$ and $m$ denote the sizes of the first and the second sample respectively. In this formulation we are concerned with an inference from the first sample directly to a second one, without taking the round-about procedure just above mentioned.

There does not exist however enough theoretical justification for adopting the statistic $x+\lambda_{p}(n, m) s$ as the one which gives the confidence interval. There are, however, justifications from an intuitional and practical point of view.

The first of all, there is a similarity between (1.2) and the right hand side of the inequality in (1.3), and secondly this is a function of the sufficient statistics of unknown parameters of the population in our concern. These two facts tempt us to assume that we are making full use of the information contained in the first sample. The further investigation at this point is obviously desirable.

In addition to the intuitional justification for our statistic, this statistic has a practical advantage, as this statistic seems to be the least complicated function of the sufficient statistics, namely $\bar{x}$ and $s^{2}$ and this will make quick calculation of the interval possible after observing the first sample possible, provided that extensive tables of $\lambda_{p}(n, m)$ are available at hand. Concerning the calculation of the $\lambda_{p}(n, m)$, some preparatory tabulation work has been done, namely the tables of $A_{m .2 k}(\boldsymbol{x})$ and $\boldsymbol{a}(\boldsymbol{n})$ defined in §2 in a small scale and the further tabulation is now going on. In this paper we shall give a small scale table of $\lambda_{p}(n, m)$, which gives some representative values only.

Now let us mention the practical implication of our problem. Suppose we have an electric circuit with a number, say $m$, of electric valves, and we have some justification to assume that these electric valves are of the same nature and they are equally loaded when the circuit is at work. Our main concern is to have some sort of probability statement about the duration of the work of the circuit, namely the length of the hour before breakage and we concentrate our attention to the duration of the $m$ valves, namely the length of the working hour of these valves simultaneously. This is nothing but the minimum of the lives of $m$ electric valves.

As the life of an electric valve is supposed to be distributed in normal (cf. D. J. DAvis [2]) this problem can be formulated as a problem of making inference on the extreme value of the future observations from the normal population. As a matter of fact this problem was suggested by T. Taguchi in connection with his work in the Institute of Japanese Corporation of Telepohone and Telecommunication.

It may be mentioned that the similar results and tables have been obtained for the case of exponential distribution by the author [12].
§ 2. The confidence interval of the extreme value of a second sample. Let $\left(x_{1}, \ldots, x_{n}\right)$ be a sample of size $n$ from a normal population with unknown mean $m$ and variance $\sigma^{2}$, and let $\bar{x}$ and $s^{2}$ be the sample mean and the sample variance. In future we shall have $m$ events with characters $\left(y_{1}, y_{2}, \ldots, y_{m}\right)$, each of which is expected to be distributed independently in the same distribution $N\left(m, \sigma^{2}\right)$.

As we have restricted our attention in the confidence limit of the form $\bar{x}+\lambda s$, our main concern here is to evaluate the probability

$$
\begin{equation*}
P\left(y_{\max } \leq \bar{x}+\lambda s\right) \tag{2.1}
\end{equation*}
$$

At first we need the following
Theorem 1. (KUDÔ [11]) Let $\left(x_{1}, \ldots, x_{n}\right)$ be distributed normally with a common mean value zero and a common variance $\sigma^{2}$, and a common correlation coefficient $\rho$, then we have

$$
\begin{equation*}
P\left(\operatorname{Max} x_{i}<x\right)=\sum_{k=0}^{\infty} \frac{(2 k)!}{k!}\left(\frac{\rho \sigma^{2}}{2}\right)^{k}\left((1-\rho) \sigma^{2}\right)^{k+n} A_{n, 2 k}\left(\frac{x}{V 1-\rho \sigma}\right), \tag{2.2}
\end{equation*}
$$

where

$$
\begin{align*}
A_{n, k}(x) & =\sum_{\nu_{1}+\ldots+\nu_{n}=k} \frac{1}{\nu_{1}!} \Phi^{(\nu)}(x) \frac{1}{\nu_{2}!} \Phi^{\left(\nu_{2}\right)}(x) \ldots \frac{1}{\nu_{n}!} \Phi^{\left(\nu_{n}\right)}(x)  \tag{2.3}\\
& =\sum_{\nu=0}^{k} \frac{1}{\nu!} \Phi^{(\nu)}(x) A_{n-1, k-\nu}(x),
\end{align*}
$$

and $\mathscr{D}^{(2)}(x)$ is the $\nu$-th derivative of the standardized normal distribution function.

Proof. The proof is gven in Kudô [11].
The tables of $A_{m .2 k}(x)(m=1(1) 10, k=0(1) 4, x=1.8(0.1) 3.5,5 D)$ were prepared in the Indian Statistical Institute and is included in the same paper of the author.

Our formula for the evaluation of the probability (2.1) can be enunciated in the following

Theorem 2. In the same notations as in Section 1 we have the following approximation formula,

$$
\begin{equation*}
\boldsymbol{P}\left(\boldsymbol{y}_{\max }<\boldsymbol{x}+\lambda s\right) \cong \sum_{k=1}^{\infty} \frac{(2 \boldsymbol{k})!}{k!}\left(\frac{1}{n}+\lambda^{2}\left(1-\boldsymbol{a}(\boldsymbol{n})^{2}\right)\right)^{k} A_{m, 2 k}(\boldsymbol{a}(\boldsymbol{n}) \lambda) \tag{2.4}
\end{equation*}
$$

where

$$
\begin{equation*}
a(n)=\sqrt{\frac{2}{n}} \Gamma\left(\frac{n}{2}\right) / \Gamma\left(\frac{n-1}{2}\right) . \tag{2.5}
\end{equation*}
$$

Proof. Since $s$ is approximately distributed in a normal distribution with
mean $a^{\prime} n$ ) and variance $1-a(n)^{2}$ unless $n$ is extremely small, say less than $5(c f .[9]), \quad y_{i}-(x+2 s)(i, 1,2, \ldots, m)$ is distributed in a multivariate normal distribution with equal correlation, and we can apply Theorem 1 to our problem. In our present case, the variance is $1+1 / n+\lambda^{2}(1-$ $\left.a(n)^{2}\right)$, and the covariance $1 / n+2^{2}\left(1-a(n)^{2}\right)$.
§3. A limiting case. When the size of the second sample is very large, the evaluation of the probability becomes very difficult, as the tabulation of $A_{m, k}(x)$ becomes difficult when $m$ is very large. And we suggest here another approximation, which is given in

Theorem 3. Under the same notations as in Theorem 2 we have

$$
\begin{equation*}
P_{r}\left(y_{\text {ma: }} \quad x+\lambda s\right)=\frac{1}{\sqrt{\pi}} \int_{-\infty}^{+\infty} e^{-e^{-A m}\left(2 \sigma(\lambda, n) x+\lambda n(n)-1_{m}\right)} e^{-x^{2} \mid \mu} d x, \tag{3.1}
\end{equation*}
$$

where

$$
\begin{gather*}
a(n)=\sqrt{\frac{2}{n}} \Gamma\left(\frac{n}{2}\right) / \Gamma\left(\frac{n-1}{2}\right),  \tag{3.2}\\
\Phi\left(A_{m}\right)=1-1 / m  \tag{3.3}\\
\sigma(\lambda, n)^{2}=\frac{1}{n}+\lambda^{2}\left(1-a(n)^{2}\right) .
\end{gather*}
$$

Proof. In the first place $x+\lambda s$ is asymptotically distributed normally with the mean value $a(n)$ and the variance $1-a(n)^{2}$, and the asymptotic distribution function of $\boldsymbol{y}_{\text {max }}$ is $\exp \left[-\exp \left(-A_{m}\left(x-A_{m}\right)\right)\right]$ as stated in [5], [6] and [8], where $F\left(A_{m}\right)=1-1 / m$.

Since we have

$$
\begin{equation*}
P_{r}\left(y_{\text {max }} \leq x+\lambda s\right)=P_{r}\left(y_{\max }-x-\lambda s \leq 0\right) \tag{3.5}
\end{equation*}
$$

the probability is expressible as the following convolution,

$$
\begin{equation*}
\frac{1}{\sqrt{2 \pi \sigma}(\lambda, n)} \int_{-\infty}^{+\infty} e^{-e^{-A_{m}\left(x-A_{m}\right)}} e^{-\frac{1}{2 \sigma(\lambda, n))^{2}}(x+\lambda a(n))^{2}} d x, \tag{3.6}
\end{equation*}
$$

and this is equal to the right hand side of (3.1).
It should be noticed here that the evaluation of the integral is possible by making use of the formula

$$
\begin{equation*}
\int_{-\infty}^{+\infty} f(x) e^{-x^{2}} d x=\sum_{\alpha=1}^{n} \alpha_{i}^{(n)} f\left(x_{i}^{(n)}\right)+R_{n} \tag{3.7}
\end{equation*}
$$

where

$$
\begin{equation*}
R_{n}=\frac{n!}{2^{n}(2 n)!^{\pi^{1 / 2}} f^{(2 n)}(\xi)} \tag{3.8}
\end{equation*}
$$

for some $\xi,-\infty<\xi<\infty$ [14, p 101-102, 369], and $x_{i}^{(n)}$ and $\alpha_{i}^{(n)}$ are the zeros and the weight factors of the Hermitian Polynomials, and these values are tabulated by H. E. Salzar and others [14].

Table of $\lambda_{p}(n, m)$

§ 4. Remarks and Acknowledgement. If the variance of the population were known to us the problem becomes much simpler, and we have

## Theorem 4.

$$
\begin{equation*}
P_{r}\left(y_{\max }<x+\lambda \sigma\right)=\sum_{k=0}^{\infty} \frac{(2 k)!}{k!}\left(\frac{1}{2 n}\right) \quad A_{m, 2 k}(\lambda) . \tag{4.1}
\end{equation*}
$$

Moreover when $m$ is very large, we have approximately

$$
\begin{equation*}
P_{r}\left(y_{\max }<\bar{x}+\lambda \sigma\right) \cong \int_{-\infty}^{+\infty} e^{-e^{-\Lambda_{m}\left(\lambda+x-\Lambda_{m}\right)}} \frac{1}{\sqrt{2 \pi \sigma^{2}}} e^{-\frac{x^{2}}{2 \sigma^{2}}} d x \tag{4.2}
\end{equation*}
$$

Proof. The proof is the exactly same as to that of Theorem 2 and 3.
As

$$
\begin{equation*}
P_{r}\left(y_{\text {max }} \leq x+\lambda \sigma\right)=P_{r}\left(\frac{y_{\text {max }}-x}{\sigma} \leq \lambda\right), \tag{4.3}
\end{equation*}
$$

and we know the variance-covariance matrix of ( $\left.y_{1}-x, y_{2}-x, \ldots, y_{m}-x\right)$, the problem of evaluating the probability,

$$
\begin{equation*}
P_{r}\left(y_{\text {max }} \leq \bar{x}+\lambda s\right)=P_{r}\left(\frac{y_{\max }-x}{s} \leq \lambda\right) \tag{4.4}
\end{equation*}
$$

can be considered to be a special case of the multivariate analogue of Student's $t$ statistic treated by C. W. Dunnret and M. Sobel [3], [4]. Along this line the author has got some results which will be discussed elsewhere.

This paper was partly prepared while the author was in the Indian Statistical Institute under its fellowship, and the tables of $A_{n, k}(x)$ were prepared in a small scale by the punched card machines there. The author is deeply greteful to the Indian Statistical Institute for its fellowship and help in computational work made there.

The author also would like to express his thanks to Professor T．Mita－ GAWA for the suggestions and criticisms given by him．

Kyusyu University and Indian Statistical Institute
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