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1. Introduction. In 1938, the theory of double sampling method applicable for the case where the second character may be used for stratification was first given by J. Neyman\(^1\). However, in spite of his theorems on the stratified double sampling method, we have still a problem. The problem is to ascertain the condition under which the estimate based on the stratified double sampling method, for a given total expenditure, may be more accurate than that based on the simple random sampling method. The purpose of this paper is to give a sufficient condition under the assumption that the original character and the second one are distributed in a normal bivariate population.

2. Notation and Neyman's results. Denote by \(X\) the original character the average of which, say \(\bar{X}\), is to be estimated, and by \(Y\) the second one, on which the collection of data is cheap, and which is assumed to be correlated with \(X\). The procedure of the double stratified sampling method is as follows. We wish to stratify the population into a number of the classes according to the value of \(Y\). The first sample is a random sample of size \(N\), and \(\hat{p}_i = N_i/N\) is the proportion of \(Y\) values found in the \(i\)-th stratum. Thus \(\hat{p}_i\) is an estimate of the true proportion \(p_i\). The second sample is a stratified random sample in which \(Y\) is measured: \(m_i\) units are drawn at random from the \(i\)-th stratum, where \(m_i\) is such that \(m_i/m_0 = \hat{p}_i\) \((i=1,2,\ldots,S)\), hence

\[
(1) \quad m_i = \frac{m_0}{\hat{p}_i},
\]

where \(S\) is the number of strata. Finally, let us denote by \(A\) and \(B\) the costs per a sampling unit for enumerating the values of \(X\) and those of \(Y\) respectively. Let us denote by \(C\) the total amount of expenditure available for the collection of data. Then the number \(m_0\) and \(N\) must be subject to the restriction

\[
(2) \quad Am_0 + BN = C.
\]

Let \(X_{ij}\) denote the \(j\)-th value of \(X\) drawn from the \(i\)-th stratum, and let put

\[
(3) \quad X_i = \frac{1}{m_i} \sum_{j=1}^{m_i} X_{ij}.
\]

We shall consider a linear function \(F\) of the observation, with coefficients \(\hat{p}_i = N_i/N\), that is,
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(4) \[ F = \sum_{i=1}^{s} \hat{p}_i X_i. \]

J. Neyman proved the following

**Theorem 1.** \( F \) is the best unbiased estimate of \( \bar{X} \), whose variance \( V_a \) is given by

\[ V_a = \sum_{i=1}^{s} \left[ \left( \frac{\alpha_i^2}{m_i} \right) \right] N \left( \frac{\sigma_i^2}{m_i} \right) + \frac{\left( \frac{q_i}{N} \right) X_i^2} \right] - \frac{2}{N} \sum_{i=1}^{s} \sum_{j=1}^{s} p_i p_j X_i X_j, \]

where \( \sigma_i \) means the population variance of \( X \) in the \( i \)-th stratum, and \( p_i \) is the ratio of the \( i \)-th stratum per whole population, and \( q_i = 1 - p_i \).

**Theorem 2.** When we determine \( m_i \) such that,

\[ (6) a_i = \frac{\sigma_i^2}{\hat{p}_i^2} + \left( \frac{q_i}{N} \right), \]

then we have the best unbiased estimate, and its variance \( V_a \) becomes

\[ (7) V_a = \frac{1}{m_0} \left[ \sum_{i=1}^{s} \frac{\sigma_i^2}{\hat{p}_i^2} + \left( \frac{q_i}{N} \right) \right] \left( \frac{1}{N} \right) \sum_{i=1}^{s} \hat{p}_i (X_i - \bar{X})^2. \]

This is the minimum value of \( V_a \) with respect \( m_i (i=1,2,...,s) \). Moreover, J. Neyman found the system of \( m_i, m_o \) and \( N \) under a given total cost \( C \) that assures the greatest accuracy in estimating \( \bar{X} \). His study has finished at this step. Now, we shall seek at following section the condition under which the estimate based on this method is more accurate than that depends upon the simple random sampling method under a given cost.

3. The comparison with the simple random sampling method.

In order to make clear the contribution to an accuracy by the use of the correlation of \( X \) and \( Y \) and that of the method of stratification, we shall assume that \((X, Y)\) is distributed in a normal bivariate distribution. Let us denote \( \sigma_2^2 \) and \( \sigma_2^2(i) \) the population variance of \( Y \) and that of \( Y \) in the \( i \)-th stratum respectively, by \( \xi_2 \) and \( \tau_i \) the population mean of \( Y \) and that of \( Y \) in the \( i \)-th stratum respectively.

**Theorem 3.** Under the hypothesis to Theorem 1, let us assume that \((X, Y)\) distributed in a normal bivariate distribution and that \( N \) is sufficiently large. Then we have the following approximation,

\[ (8) V_a = \frac{\sigma^2}{m_0} \left[ 1 - \left( \frac{N - m_0}{N} \right) \right] \cdot \left( \frac{\rho^2}{\sigma_2^2} \right) \sum_{i=1}^{s} p_i (\tau_i - \bar{X})^2 - \] 
\[ + \left( \frac{S}{N} \right) \left( 1 - \rho^2 \right) + \sum_{i=1}^{s} \rho^2 \sigma_2^2(i)/No \right]^2, \]

where \( \rho \) is the correlation coefficient of \( X \) and \( Y \). Moreover, if \( S \ll N \), \( 1/N \ll \rho (i=1,2,...,s) \) then we shall have

\[ (9) V_a = \left( \frac{\sigma^2}{m_0} \right)[1 - \left( \frac{N - m_0}{N} \right)(\rho^2D)] \]
where \( D = \frac{1}{\sigma^2} \sum_{i=1}^{s} \rho_i (\xi_i - \bar{\xi})^2 \).

Here we shall notice that on each of the following three trivial cases where the double stratified random sampling method has no advantage over the simple random one: (i) \( \rho = 0 \); (ii) \( D = 0 \); (iii) \( m_0 \geq N \).

We shall further observe

**Theorem 4.** Unless \( \rho > 0 \), \( D > 0 \), \( N > m_0 \), the stratified double sampling method has no advantages over the simple random sampling one. If \( \rho > 0 \), \( D > 0 \), and \( N > m_0 \), then the following \( m_0 \) and \( N \) assure the greatest accuracy in estimating \( X \) under a given cost:

\[
N = \frac{C \sqrt{\rho^2 D}}{B \sqrt{\rho^2 D + \sqrt{1 - \rho^2} \sqrt{AB}}}
\]

\[
m_0 = \frac{C \sqrt{1 - \rho^2 D}}{A \sqrt{1 - \rho^2 D + \sqrt{\rho^2 DAB}}}.
\]

**Examples.** The values of \( D \) for a normal distribution \( N(0, 1) \) corresponding to the following various divisions will be of some interest in choosing the strata for \( y \). It is to be noted that, (i) the more the division points are dense, generally the greater the values of \( D \) become; but (ii) for a given size of \( N \), the estimates \( \hat{p}_i \) of \( p_i \) becomes more inaccurate.

(1°) When the interval \(-3 \leq y \leq 3\) is divided into six (twelve) subintervals of equal length, then the division yields us, with the outside intervals \((-\infty, -3)\) and \((3, \infty)\), that \( D = 0.92 \) (0.98).

(2°) Let the whole real \( y \)-axis be divided into eight (fourteen) subintervals each of which contains the same probability for the normal distribution \( N(0,1) \), then \( D = 0.96 \) (0.99).
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