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Abstract

We will consider statistical inferences for an exponential mean from Type I right
censored data. Most inferential procedures developed so far are conditional in the
sense that they can be used only when the number of observed lifetime data is at
least one. One of our aims of the present article is to remove this restriction to
allow zero observed frequency. An expression for exact unconditional probability
calculus is given. Our second aim is to evaluate some approximate procedures by
using the exact formula whether or not they give sensible numerical values.
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1. Introduction

Let us consider lifetime data from an exponential distribution with mean lifetime θ.
In usual lifetime data analyses lifetimes are not always fully observed. Some observations
will be censored due, for example, to the limited study period, in which the lifetime of
the subjects still alive at the end of the study will not be recorded.

It is assumed here that the lifetime is possibly right censored at the same pre-
specified time point c. This is the problem called time- or Type I censoring in the
literature, see, for example, Lawless (1982). This censoring scheme can arise in the
following study designs.

Design (A): At the start of the study all the n subjects are included, and the study
period is c.

Design (B): The including time of each subject might be different, but each subject
is observed at least period c.

It is important to specify how we should do when all the subjects happen to be
censored. For designs (A) above, when we have no observed lifetime by the time c we
may extend the study period to c + c′ so that at least one lifetime is observed. On the
contrary, it is difficult for design (B) to make such extension. Design would be possible,
but analysis may become intractably complicated.

In this paper we call the inference conditional that requires at least one observed
lifetime, because the inference is conditioned on the number of observed data to be
greater than or equal to one. On the other hand, inference that allows zero observed
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frequency is called unconditional. Almost all statistical methods for the exponential
mean developed so far are conditional in this sense.

Our aim of the present article is two-fold. First we give an expression for exact
unconditional probability calculus under Type I censoring, which is an extension of the
conditional formula given in Bartholomew (1963). This unconditional formula enables
us to give exact P -values and exact confidence intervals for the exponential mean. These
exact procedures are, however, too complicated to use in practical applications. There-
fore, our second aim is to seek adequate approximation formulas for inference. The
exact formula is effectively used to evaluate the preciseness of the approximate proce-
dures. The exact unconditional formula will be given in Section 2. Section 3 discusses
several approximations for P -value calculation and construction of confidence intervals.
Numerical illustrations are shown in Section 4. Finally we conclude the discussion in
Section 5.

2. Exact Inference

Let X1,. . . , Xn be n mutually independent random variables each having the same
exponential distribution with density function

f(x, θ) =





1
θ

exp
[
−x

θ

]

0
(x ≥ 0)
(x < 0),

where θ is an unknown mean lifetime to be estimated. This distribution will be denoted
by Exp(θ) in the following. It is supposed here that the lifetime will be observed if it
is less than or equal to a pre-specified constant c, and will be censored if it is greater
than c. This sampling scheme is called a Type I right censoring. We consider the case
that m out of n lifetimes are observed and that n−m remaining lifetimes are censored.
In this case the number of observed data m is a random variable which may take values
0, 1, . . . , n.

For m ≥ 1, if we let x1, . . . , xm be m observed lifetimes, then the likelihood and the
log-likelihood functions for θ based on all the observed and censored lifetimes become

L(θ) =
1

θm
exp[−1

θ

m∑

i=1

xi] exp[− (n−m)c
θ

] (1)

and

l(θ) = log L(θ) = −m log θ − 1
θ

{
m∑

i=1

xi + (n−m)c

}
, (2)

respectively. We note that these expressions are also valid for m = 0 if we let
∑0

i=1 xi = 0.
For m ≥ 1, the maximum likelihood (ML) estimator of θ is given by

θ̂ =
1
m

{
m∑

i=1

X1 + (n−m)c)

}
, (3)
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which is the total observed time for all n individuals divided by the number of actually
observed lifetimes m. If m = 0 the likelihood function (1) is monotone increasing in θ,
and so does not possess a finite maximum, see, for example, Johnson and Kotz (1970)
and Lawless (1982).

Our aim is to obtain an exact expression for the unconditional probability distri-
bution of θ̂. In order to get the desired result we first give the conditional distribution.

Proposition 1 (Bartholomew, 1963)

The conditional distribution of the ML estimator (3) of θ is given by

Pr(y ≤ θ̂ | m ≥ 1)

=
1

1− exp[−nc/θ]

n∑

k=1

nCk

k∑

j=0

kCj(−1)j exp[−c(n− k + j)/θ]
∫ ∞

a

f2k(x)dx (4)

where

a =
2k

θ
max{0, y − c

k
(n− k + j)}, (5)

and f2k(x) is the probability density function of a chi-squared distribution with 2k
degrees of freedom.

As noted above, when m = 0 the likelihood function has no finite maximum, and
hence the ML estimate is indefinite. In this case, however, if we let the ML estimate
being larger than any finite number, then we can obtain the following unconditional
distribution of the ML estimator.

Theorem 1

The unconditional distribution of the ML estimator (3) is given by

Pr(y ≤ θ̂)

= exp[−nc/θ] +
n∑

k=1

nCk

k∑

j=0

kCj(−1)j exp[−c(n− k + j)/θ]
∫ ∞

a

f2k(x)dx,

=
n∑

k=0

nCk

k∑

j=0

kCj(−1)j exp[−c(n− k + j)/θ]
∫ ∞

a

f2k(x)dx, (6)

where the constant a is the same as (5), and for the density function f0(x) with zero
degree of freedom we let

∫∞
α

f0(x)dx = 1.
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Proof

For the unconditional distribution it holds the relationship

Pr(y ≤ θ̂) = Pr(y ≤ θ̂ | m = 0) Pr(m = 0) + Pr(y ≤ θ̂ | m ≥ 1)Pr(m ≥ 1), (7)

for any finite y. We note that

Pr(m = 0) = Pr(c ≤ X1, . . . , Xn) = exp(−nc/θ)

and

Pr(m ≥ 1) = 1− Pr(m = 0) = 1− exp(−nc/θ).

When m = 0 the fact that the ML estimator θ̂ tends to infinity implies that
Pr(y ≤ θ̂ | m = 0) = 1 for any finite y, and hence the first term of the right-hand
side of (7) becomes exp(−nc/θ). Substitutions of the expression (6) and Pr(m ≥ 1) =
1 − exp(−nc/θ) into the second term of the right-hand side of (7) yield the required
result after some reordering of the summation. (QED)

It is worth noting here that Bartholomew (1963) derived the formula (4) by invert-
ing the moment generating function (mgf) of θ̂. Existence of the mgf necessarily requires
all the moments to be finite. Therefore it was necessary in Bartholomew (1963) to as-
sume that m is greater than 0. Theorem 1 indicates that essentially the same expression
can be used for the unconditional case.

When our observed ML estimate is θ∗, we can calculate the unconditional exact
P -value for testing H0 : θ = θ0 by using the formula Pr(θ∗ ≤ θ̂ | θ0) given in Theorem
1. Confidence intervals for θ are obtained by inverting this test to find the set of values
θ which are not rejected by the test based on the observed estimate θ∗. Specifically,
the lower limit θL and the upper limit θU of the 100(1 − α) confidence interval will be
given as the values that satisfy Pr(θ∗ ≤ θ̂ | θL) = α/2 and Pr(θ∗ ≥ θ̂ | θU ) = α/2,
respectively. In order to get such limits, however, we need time-consuming trial and
error computation.

When m = 0, that is all lifetimes happen to be greater than c and censored, the
ML estimate tends to infinity. However, we can calculate one-sided P -value for testing
H0 : θ = θ0 vs. H1 : θ < θ0 as P -value= Pr(m = 0 | θ0) = exp(−nc/θ0). The
lower limit θL of a one-sided confidence interval (θL,∞) for θ can also be obtained by
θL = −nc/ log(α/2), which is derived from inverting the equation exp(−nc/θL) = α/2.
Although it might be arguable here whether we should use α/2 or α in this ”one-sided”
confidence interval, we choose α/2 in accordance with the m ≥ 1 cases. For related
discussions in this respect, see also Iwasaki and Hidaka (2001) and the references therein.

3. Approximate Inference

The exact results obtained in the previous section are theoretically important but
too time-consuming for practical use. Therefore we need to develop good approximate
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methods that can be used in practical applications. First, we consider some approx-
imations to the distribution of θ̂. It is argued in Section 3.2 of Lawless (1982) that
the procedure based on the large-sample normal approximation to the ML estimator
performs poor for small and moderate sample sizes, and hence it will not be discussed
further in this paper. We will deal with two chi-squared approximations which are
discussed in Lawless (1982).

From (1) and (3) the likelihood ratio for testing H0 : θ = θ0 vs. H1 : θ 6= θ0

becomes

λ1 =
L(θ0)

L(θ̂)
=

(
θ̂

θ0

)m

exp

[
−m

(
θ̂

θ0
− 1

)]
. (8)

Hence, the quantity

−2 log λ1 = −2m

{
log

(
θ̂

θ0

)
− θ̂

θ0
+ 1

}
(9)

approximately follows a chi-squared distribution with one degree of freedom, which will
be denoted by χ2

1 for short. If we let y∗ be the observed value of (9) then the two-sided
P -value for testing H0 : θ = θ0 vs. H1 : θ 6= θ0 can be easily calculated as

P − value = CHIDIST(y∗, 1), (10)

where CHIDIST is the built-in function of MS EXCEL.
Different from the P -value calculation, we need more computation to obtain a

confidence interval for θ. Let χ2
1(α) be the upper 100α point of the χ2

1 distribution. For
example χ2

1(0.05) ≈ 3.84. Then, solving the equation

−2m

{
log

(
θ̂

θ0

)
− θ̂

θ0
+ 1

}
= χ2

1(α)

for θ0 we have two expressions

θ0 = θ̂/

(
χ2

1(α)
2m

+ 1 + log θ̂ − log θ0

)

and

θ0 = exp

[
χ2

1(α)
2m

+ log θ̂ − θ̂

θ0
+ 1

]
.

These expressions can be used for iterative calculations. Specifically, starting from
an appropriate initial value θ(0), we obtain an iterative algorithm

θ(t+1) = θ̂/

(
χ2

1(α)
2m

+ 1 + log θ̂ − log θ(t)

)
(11)
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and

θ(t+1) = exp

[
χ2

1(α)
2m

+ log θ̂ − θ̂

θt
+ 1

]
. (12)

For details of such functional algorithms, see, for example, Lange (1999) and Iwasaki
(2001). From (11) the lower limit θL of the 100(1 − α) confidence interval is obtained,
whereas (12) yields the upper limit θU . These limits can be easily calculated by EXCEL.
Lawless (1982) calculated the same interval in his example by trial and error. The simple
iterative algorithms (11) and (12) are preferable to such time-consuming ad hoc trial-
and-error computation.

Another approximation makes use of the fact that 2mθ̂/θ approximately distributes
as a x2

2m+1 distribution. This result is sometimes attributed to Cox (1953), see Section
3.2.1 of Lawless (1982) and also Regal (1980). This approximation implies another
approximate 100(1− α) confidence interval given by

(
2mθ̂

χ2
2m+1(α/2)

,
2mθ̂

χ2
2m+1(1− α/2)

)
, (13)

where χ2
2m+1(α/2) and χ2

2m+1(1 − α/2) are the upper and lower 100α/2 points of the
χ2

2m+1 distribution, respectively. It should be noted that the interval (13) can be ob-
tained without any iterative computation. This χ2

2m+1 approximation practically works
well as will be shown in the following example and also in the numerical illustrations
in Section 4. However, this approximation has the following logical difficulty. As was
noted above, the number of observed lifetimes m is a random variable in Type I cen-
soring scheme. In fact, the exact probability calculus (6) sums up the probabilities
for all possible values of m. In the χ2

2m+1 approximation, however, m is treated as a
fixed value. This is contradicted to the Neyman-Pearson principle that the probability
calculus should be performed for all possible values of the random variables considered.

Example 2.1 (Lawless (1982) Example 3.3.3)

In a clinical trial to investigate the duration of remission achieved by a drug used in
the treatment of leukemia, 20 patients were recruited in which 10 remission times were
observed and 10 patients were Type I censored. The sum of remission and censoring
times was 700 weeks, and which gives the ML estimate θ̂ = 70 weeks. Next we will obtain
a 95 confidence interval for the mean remission time θ. Since the censoring point c is not
explicitly specified here, the exact probability calculus (6) is not possible, whereas chi-
squared approximations can be applied. The likelihood- ratio approximation procedures
(11) and (12) converge to θL = 39.91 and θU = 139.70, respectively, both from starting
the same initial value θ(0) = 70. The χ2

2m+1 approximation (13) gives θL = 39.46 and
θU = 136.15. These estimates are close to each other.

4. Numerical illustration

For illustration, we will give numerical results using an artificial but typical dataset.
Although only a particular numerical result is shown here, we have obtained but not
shown here almost the same results in our extensive computations for various settings
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of similar sample sizes. We will give exact results that use Theorem 1 and also some
approximations.

Let n = 10, and suppose that the complete dataset is given by Table 1. We set
three censoring time points as c = 0.3 (CASE-1), 1.5 (CASE-2) and 3.0 (CASE-3). ML
estimates of θ and the exact one-sided P -values for testing

H0 : θ = 0.6 vs. H1θ > 0.6

are given in Table 2, in which two P -values for the case C (conditional on m ≥ 1,
Proposition 1) and U (unconditional, Theorem 1) are shown. Furthermore, several 95
confidence intervals calculated from four procedures of the previous section are given
in Table 3. Figure 1 shows the likelihood and log-likelihood functions of θ for Case-2
(c = 1.5).

We observe in Table 2 and Table 3 that when m is not so small numerical values
calculated by the conditional and the unconditional methods are almost the same. If m
is very small such as CASE-1 there exist some differences between the two distributions,
although it would be negligible in actual applications.

For two approximations considered here, the likelihood-ratio method based on the
chi-squared distribution of one degree of freedom provides better result in the sense
that the confidence intervals are closer to the exact unconditional counterparts. The
approximation based on 2m + 1 degrees of freedom is also attractive because it requires
no iterative computation to get the confidence intervals, although it has logical difficulty
given in the previous section.

Table 1: Complete Lifetime Data

x1 x2 x3 x4 x5 x6 x7 x8 x9 x10

0.02 0.17 0.29 0.38 0.48 1.24 1.30 1.36 1.67 2.66

Table 2: ML Estimates and P -values for Testing H0 : θ = 0.6

c m MLE P -value(C) P -value(U)
CASE-1 0.3 3 0.860 0.24560 0.25068
CASE-2 1.5 8 1.030 0.04526 0.04526
CASE-3 3.0 10 0.957 0.04864 0.04864
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Table 3: Several 95% Confidence Intervals

CASE-1 Lower Upper
Exact(C) 0.33199 4.92522
Exact(U) 0.33172 3.65668

LR 0.33165 3.45814
ChiSq(7) 0.32224 3.05350

CASE-2 Lower Upper
Exact(C) 0.55453 2.32875
Exact(U) 0.55453 2.32801

LR 0.55333 2.25391
ChiSq(15) 0.54586 2.17869

CASE-3 Lower Upper
Exact(C) 0.55291 2.00634
Exact(U) 0.55291 2.00634

LR 0.54563 1.90989
ChiSq(21) 0.53948 1.86134

Figure 1. Likelihood and Log-Likelihood Functions for CASE-2 (c=1.5)

5. Discussion

We observed in the example of Section 3 and in the numerical illustrations of
Section 4 that conditional and unconditional inferences gave almost the same results
for moderate m. When m is very small such as three or less, exact and approximate
P-values and confidence intervals can be different. In such cases the exact unconditional
method should be used.

It can be concluded from the argument of preceding sections that the most promis-
ing inferential strategy for the exponential mean from Type I censored data is as follows:
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A point estimate of θ can be obtained from (3) when m ≥ 1. When m = 0 we have no
sensible point estimate. The P -value calculus for hypothesis testing we can use either
the exact method (6) or the approximation (10). Lower and upper limits of a confidence
interval can be obtained from the iterative method (11) and (12), respectively. The
approximation (13) also gives numerically sensible results.

A SAS program for the exact probability calculus (6) will be provided from the
authors upon request.
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