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Potentially generic polynomial

Toru KOMATSU

§ 1. Introduction

Recently many mathematicians constructed generic polynomials (Hashimoto-

Miyake [4], Hoshi [6], Ledet [13], Nakano [15], Rikuna [17], Smith [22],. . . ). In

some cases the genericities of the polynomials are guaranteed by some useful suffi-

cient conditions (e.g., Kemper [8], Kemper-Mattig [9] and see also Jensen-Ledet-

Yui [7]). In this paper we obtain a necessary condition so that a regular polyno-

mial is generic. A regular polynomial f is potentially generic over a field k if f is

generic over a finite extension of k. We present a criterion whether a regular cyclic

polynomial is potentially generic or not. This shows that some numerical regu-

lar polynomials are not generic. We also study the arithmetic of some numerical

regular polynomials due to certain invariants d(t), λ(t) and µ(t).

We first recall some notions on the generic polynomial (cf. Jensen-Ledet-Yui

[7]) and introduce a new concept a potentially generic polynomial. Let k be a field

and G a finite group. The rational function field k(t1, t2, . . . , tm) over k with m

variables t1, t2, . . . , tm is denoted by k(t) where t = (t1, t2, . . . , tm). For a polynomial

F (X) ∈ K[X] over a field K let us denote by SplKF (X) the minimal splitting

field of F (X) over K. We say a polynomial F (t, X) ∈ k(t)[X] is a k-regular G-

polynomial or a regular polynomial for G over k if L = Splk(t)F (t, X) is a Galois

extension with Gal(L/k(t)) ' G and L ∩ k = k where k is an algebraic closure

of k. For example, if n is a positive integer greater than 2, then the Kummer

polynomial Xn − t ∈ Q(t)[X] is a regular polynomial for the cyclic group Cn of

order n not over Q but over Q(ζn) where ζn is a primitive n-th root of unity in

Q. A k-regular G-polynomial F (t, X) ∈ k(t)[X] is called to be generic over k if
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F (t, X) yields all the Galois G-extensions containing k, that is, for every Galois

extension L/K with Gal(L/K) ' G and K ⊇ k there exists a K-specialization

a = (a1, a2, . . . , am), ai ∈ K so that L = SplKF (a, X). We say that a k-regular G-

polynomial F (t, X) ∈ k(t)[X] is potentially generic over k when F (t, X) is generic

over a finite extension of k. In this paper we show a necessary condition to hold

that a k-regular Cn-polynomial is potentially generic.

Let n be a positive integer with char(k) - n. Let F (t, X) be an irreducible,

monic and k-regular Cn-polynomial and put L = Splk(t)F (t, X). We fix a generator

σ of Gal(L/k(t)) ' Cn and a solution x ∈ L of the equation F (t, X) = 0. Then it

satisfies that F (t, X) =
∏n−1

i=0 (X−σi(x)) and L = k(t, x). Let ζ be a primitive n-th

root of unity in ksep. For a rational integer j ∈ Z we define an element yj ∈ L(ζ)

by

yj =
1

n

n−1∑
i=0

ζ−ijσi(x),

which is called the j-th Lagrange resolvent of x for L/k(t) (cf. [2] § 5.3). Here

the element yj depends on the choice of the elements σ and x. Let Yj(t, X) be a

polynomial over k(t, ζ) such that Yj(t, x) = yj. We denote by gj(t) ∈ k(t, ζ) the

product of (−1)j(n−1) and the resultant of the two polynomials F (t, X) and Yj(t, X)

on the indeterminate X, that is,

gj(t) = (−1)j(n−1)ResX(F (t, X), Yj(t, X)).

Proposition 1.1 (Corollary 2.2). We have L(ζ) = Splk(t,ζ)(Y
n−gj(t)) provided

gcd(j, n) = 1 and yj 6= 0.

Note that F (t, X) is potentially generic over k if and only if so is Y n − gj(t) over

k(ζ) when gcd(j, n) = 1 and yj 6= 0. By using the gj(t) we also study the arithmetic

of the field which is obtained as a specialization of F (t, X) (see the sections 3 to

5 below). We next consider a condition so that a polynomial Y n − g(t) is generic

over k(ζ) where g(t) ∈ k(t, ζ) is a non-constant rational function over k(ζ) with

one variable t. For an element α ∈ k we denote by ramn(α, g(t)) the ramification

index of the prime divisor (t− α) in the extension Splk(t,ζ)(Y
n − g(t)) over k(t, ζ).
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Theorem 1.2 (Proposition 2.6). If Y n− g(t) is potentially generic for Cn over

k(ζ), then there exist at most two elements α ∈ k satisfying ramn(α, g(t)) ≥ 3.

In § 2 we study a necessary condition for the genericity of a regular polynomial

and prove Proposition 1.1 and Theorem 1.2. In § 3 we calculate the generators of

Kummer extensions for some numerical polynomials. In § 4 and § 5 we show that

several regular polynomials are not generic by using Proposition 1.1 and Theorem

1.2. We also study the arithmetic of the extensions obtained as the specializations

of the polynomials.

Acknowledgement. The author is grateful to Professor Masanari Kida for the infor-

mation on the results of Spearman-Williams [23] and [24]. He is supported by the

21st Century COE Program “Development of Dynamic Mathematics with High

Functionality”.

§ 2. Necessary condition for the genericity

Let k be a field and n a positive integer with char(k) - n. For an irreducible,

monic and k-regular Cn-polynomial F (t, X) ∈ k(t)[X] let L be the extension field

Splk(t)F (t, X) and σ a generator of Gal(L/k(t)) ' Cn. We fix a solution x ∈ L

of F (t, X) = 0. Then it holds that L = k(t, x) and F (t, X) =
∏n−1

i=0 (X − σi(x)).

Note that F (t, X) is potentially generic over k if and only if so is over k(ζ) where

ζ is a primitive n-th root of unity in ksep. Since L/k(t) is k-regular, L(ζ)/k(t, ζ) is

a k(ζ)-regular Cn-extension. Kummer theory implies that there exists an element

y ∈ L(ζ) so that L(ζ) = k(t, ζ, y) and yn ∈ k(t, ζ). One can make such a y ∈ L(ζ)

by using the elements x ∈ L and σ ∈ Gal(L/k(t)) as follows (cf. [2] § 5.3). For a

rational integer j ∈ Z we define

yj =
1

n

n−1∑
i=0

ζ−ijσi(x),

which is called the j-th Lagrange resolvent of x for L/k(t). Here the element yj

depends on the choice of the elements σ and x. Note that L ∩ k(t, ζ) = k(t)

since L is k-regular. There exists an extension σ̃ ∈ Gal(L(ζ)/k(t)) of the action

σ ∈ Gal(L/k(t)) such that σ̃(ζ) = ζ and σ̃(x) = σ(x).

Lemma 2.1. We have σ̃(yj) = ζjyj and yn
j ∈ k(t, ζ).

3



Proof. It follows from the definition that

σ̃(yj) =
1

n

n−1∑
i=0

ζ−ijσi+1(x) =
1

n

n−1∑
i=0

ζ−(i−1)jσi(x) = ζjyj.

Thus we have yn
j ∈ L(ζ)〈eσ〉 = k(t, ζ).

Let us denote the rational function yn
j ∈ k(t, ζ) by gj(t). The definition of gj(t) is

different from that in the Introduction. Lemma 2.4 below will make sure that the

two definitions are equivalent to each other.

Corollary 2.2. If gcd(j, n) = 1 and yj 6= 0, then L(ζ) = Splk(t,ζ)(Y
n − gj(t)).

Proof. It follows from gcd(j, n) = 1 and yj 6= 0 that [k(t, ζ, yj) : k(t, ζ)] = n. Since

yj ∈ L(ζ) and [L(ζ) : k(t, ζ)] = n, we have L(ζ) = k(t, ζ, yj) = Splk(t,ζ)(Y
n −

gj(t)).

Remark 2.3. When ζ 6∈ k and n is a prime number, one has that y1 =

n−1
∑n−1

i=1 ζ−i(σi(x)− x) 6= 0.

The following lemma is useful to calculate the element gj(t) ∈ k(t, ζ). Let Yj(t, X)

be a polynomial in k(t, ζ)[X] such that Yj(t, x) = yj. We define the resultant

ResX(p1(X), p2(X)) of two polynomials p1(X) = a
∏l

i=1(X − αi) and p2(X) =

b
∏m

j=1(X − βj) by

ResX(p1(X), p2(X)) = am

l∏
i=1

p2(αi) = (−1)lmbl

m∏
j=1

p1(βj).

Lemma 2.4. We have

gj(t) = (−1)j(n−1)ResX(F (t, X), Yj(t, X)).

Proof. It follows from the definition that

NL(ζ)/k(t,ζ)(yj) =
n−1∏
i=0

Yj(t, σ̃
i(x)) = ResX(F (t, X), Yj(t, X)).

On the other hand, Lemma 2.1 implies that

NL(ζ)/k(t,ζ)(yj) =
n−1∏
i=0

σ̃i(yj) =
n−1∏
i=0

ζjiyj = (−1)j(n−1)yn
j = (−1)j(n−1)gj(t).

Thus the equation of the assertion holds.

Corollary 2.2 and Lemma 2.4 verify Proposition 1.1.
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Remark 2.5. There are several formulas for the resultant, e.g., the determinant

of Sylvester’s matrix (cf. [1] § 3.3).

Let g(t) ∈ k(t, ζ) be a non-constant rational function over k(ζ) with one variable

t. We give a necessary condition so that Y n− g(t) is generic over k(ζ). As defined

in the Introduction we denote by ramn(α, g(t)) the ramification index of the prime

divisor (t− α) in the extension Splk(t,ζ)(Y
n − g(t))/k(t, ζ) for an element α ∈ k.

Proposition 2.6 (Theorem 1.2). If the set {α ∈ k|ramn(α, g(t)) ≥ 3} has at

least three elements, then the polynomial Y n − g(t) ∈ k(t, ζ)[Y ] is not potentially

generic for Cn over k(ζ).

For the proof of Proposition 2.6 we use the abc theorem for the function field, which

is a corollary of Riemann-Hurwitz formula. For a non-constant rational function

u = u(t) ∈ k(t) let us consider a map u : P1(k) → P1(k), a 7→ u(a). For an element

b ∈ P1(k)−{0,∞} we denote by Z(b, u) the union set u−1({0, b,∞}) of the inverse

images of three points 0, b and ∞ by the map u.

Lemma 2.7. If the extension k(t)/k(u) is separable, then [k(t) : k(u)] ≤
]Z(b, u)− 2.

Proof. Riemann-Hurwitz formula implies that

−2 ≥−2du +
∑

a∈P1(k)(eu(a)− 1)

≥−2du +
∑

a∈Z(b,u)(eu(a)− 1)

=−2du + 3du − ]Z(b, u)
= du − ]Z(b, u)

where du = [k(t) : k(u)] and eu(a) is the ramification index of u at a ∈ P1(k). Thus

we have du ≤ ]Z(b, u)− 2.

Proof of Proposition 2.6. Now suppose Y n − g(t) is potentially generic over k(ζ),

then Y n − g(t) is generic over k. One may assume that g(t) is a monic polynomial

over k of the form g(t) =
∏l

i=1(t − αi)
mi where αi ∈ k and mi = ordαi

g(t) are

positive integers. Let s be an indeterminate and K = k(s). Due to the genericity

of Y n − g(t) there exists a rational function h(s) ∈ K such that SplK(Zn − s) =
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SplK(Y n − g(h(s))), that is, the Kummer extension SplK(Zn − s) should be ob-

tained as a suitable specialization t = h(s) ∈ K. It follows from Kummer the-

ory that g(h(s))/sj ∈ Kn for an integer j ∈ Z. Let h1(s) and h2(s) be poly-

nomials in k[s] with no common zeros such that h(s) = h1(s)/h2(s). Then we

have h2(s)
−ms−j

∏l
i=1(h1(s) − αih2(s))

mi ∈ Kn where m is equal to the degree

degtg(t) =
∑l

i=1 mi of the polynomial g(t). Since αi are distinct, the polyno-

mials h1(s) − αih2(s) and h2(s) are relatively prime to each other. Thus there

exist polynomials pi(s) ∈ k[s] and non-negative integers ji ∈ Z such that h1(s) −
αih2(s) = sjipi(s)

ri and pi(0) 6= 0 where ri = ramn(αi, g(t)). Note that ji =

ord0(h1(s) − αih2(s)). Thus one may assume j2 = j3 = 0. Here it holds that

(α2 − α3)s
j1p1(s)

r1 + (α3 − α1)p2(s)
r2 + (α1 − α2)p3(s)

r3 = 0. Let u1 and u2 be

rational functions in K such that

u1 =
(α2 − α3)s

j1p1(s)
r1

(α1 − α2)p3(s)r3
, u2 =

(α3 − α1)p2(s)
r2

(α1 − α2)p3(s)r3
.

Then one has u1 + u2 + 1 = 0, which means that k(u1) = k(u2). Let M be the

maximal separable extension of k(ui) contained in K, and q be the degree of the

purely inseparable extension K/M . Then there exist rational functions ũi(s) ∈ K

such that ũi(s
q) = ui(s) for i = 1 and 2. Since p1(s), p2(s) and p3(s) are relatively

prime to each other, we have p̃i(s
q) = pi(s) for some polynomials p̃i(s) ∈ k[s],

respectively. In fact, ri are prime to q since ri are divisors of n. Then K/k(ũ1) is a

separable extension. Let us denote by di the degrees degsp̃i(s) of the polynomials

p̃i(s) ∈ k[s], respectively. It follows from ũ1 + 1 = −ũ2 that ]Z(−1, ũ1) ≤ 1 +
∑3

i=1 di. Here one has that [K : k(ũi)] = max{r1d1 + j1/q, r2d2, r3d3} ≥ (r1d1 +

r2d2 + r3d3)/3. Lemma 2.7 implies

r1d1 + r2d2 + r3d3 ≤ 3[K : k(ũ1)] ≤ 3(d1 + d2 + d3 − 1).

This means that 3 +
∑3

i=1(ri − 3)di ≤ 0, which is impossible provided ri ≥ 3 for

i = 1, 2 and 3. Hence we conclude that the set {α ∈ k|ramn(α, g(t)) ≥ 3} has at

most two elements.

The number ramn(α, g(t)) is equal to the minimal positive integer r such that

rordαg(t) ∈ nZ where ordαg(t) is the order at α of g(t). We define a positive integer
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ramn(∞, g(t)) to be the minimal positive divisor r of n satisfying rord∞g(t) ∈ nZ

as for the case α ∈ k.

Corollary 2.8. If the set {α ∈ k ∪ {∞}|ramn(α, g(t)) ≥ 3} has at least three

elements, then the polynomial Y n− g(t) is not potentially generic for Cn over k(ζ).

Proof. Let α1, α2 and α3 ∈ k ∪ {∞} be distinct three elements which satisfy

ramn(α, g(t)) ≥ 3. It follows from Proposition 2.6 that one may assume α3 = ∞.

For an element a ∈ k with a 6∈ {α1, α2, α3} we put ga(t) = g(1/t + a) ∈ k(t, ζ, a).

Then the set {α ∈ k|ramn(α, ga(t)) ≥ 3} has distinct three elements 1/(αi−a) ∈ k

for i = 1, 2 and 3. Proposition 2.6 implies that Y n−ga(t) is not potentially generic

over k(ζ, a). Here the potential genericity of Y n − g(t) over k(ζ) is equivalent to

that of Y n − ga(t) over k(ζ, a). Thus Y n − g(t) is not potentially generic over

k(ζ).

For an irreducible, monic and k-regular Cn-polynomial F (t,X) ∈ k(t)[X] we denote

by e3(F ) the sum of the degrees of the prime divisors of k(t) whose ramification

indices in the extension Splk(t)F (t,X)/k(t) are greater than 2.

Corollary 2.9. If e3(F ) ≥ 3, then F (t,X) is not potentially generic for Cn

over k.

Proof. Since F (t,X) is regular over k, one sees that the number e3(F ) is equal to

]{α ∈ k ∪ {∞}|ramn(α, gF (t)) ≥ 3} where gF (t) is the rational function described

in this section so that Splk(t,ζ)F (t,X) = Splk(t,ζ)(Y
n − gF (t)).

§ 3. Some numerical examples of general degree cases

Let n ∈ Z be a rational integer greater than 2 and ζ a primitive n-th root of

unity in Q and ω = ζ + ζ−1. Rikuna [16] defined a polynomial

Rn(t,X) =
ζ−1(X − ζ)n − ζ(X − ζ−1)n

ζ−1 − ζ
− t

(X − ζ)n − (X − ζ−1)n

ζ−1 − ζ
,

which is a regular Cn-polynomial over k = Q(ω). It is already shown that Rn(t,X)

is generic over k if n is odd (Rikuna [16]) and that Rn(t,X) is generic not over k

but over k(ζ) when n is even (Komatsu [11]). Thus the polynomials Rn(t,X) with

even n are examples of the non-generic but potentially generic polynomials. Let L
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be the field Splk(t)Rn(t,X) and x a solution in L of Rn(t, X) = 0. Then one sees

that L = k(t, x) and Gal(L/k(t)) = 〈σ〉 ' Cn where

σi(x) =
(ζ i−1 − ζ)x− (ζ i − 1)

(ζ i − 1)x− (ζ i+1 − ζ−1)

(cf. Rikuna [16], Komatsu [11]). Let yj be the j-th Lagrange resolvent of x for

L/k(t), that is, yj = n−1
∑n−1

i=0 ζ−ijσi(x).

Proposition 3.1. For a rational integer j ∈ Z with 1 ≤ j ≤ n − 1 we have

yn
j = (t− ζ)j(t− ζ−1)n−j and y0 = t.

We use the following lemma.

Lemma 3.2. For a rational integer j ∈ Z with 0 ≤ j ≤ n− 1 we have

1

n

n−1∑
i=0

ζ−ij ζ
i−1Z − ζ

ζ iZ − 1
=





ζ−1Zn − ζ

Zn − 1
if j = 0,

(ζ−1 − ζ)Zj

Zn − 1
otherwise.

Proof. It follows from the definition that

1

n

n−1∑
i=0

ζ−ij ζ
i−1Z − ζ

ζ iZ − 1

=
1

n

n−1∑
i=0

ζ−ij ζ
i−1Z − ζ

Zn − 1

n−1∑
m=0

(ζ iZ)m

=
1

n(Zn − 1)

(
ζ−1

n−1∑
m=0

n−1∑
i=0

ζ i(m+1−j)Zm+1 − ζ
n−1∑
m=0

n−1∑
i=0

ζ i(m−j)Zm

)
.

Note that
∑n−1

i=0 ζ im is equal to n if m ≡ 0 (mod n) and 0 otherwise. Thus we have

the equation of the assertion.

Proof of Proposition 3.1. By substituting Z = (x− ζ)/(x− ζ−1) in the equation of

Lemma 3.2 we have y0 = (ζ−1(x− ζ)n − ζ(x− ζ−1)n)/((x− ζ)n − (x− ζ−1)n) = t.

Here one has

t− ζ±1 =
(ζ−1 − ζ)(x− ζ±1)n

(x− ζ)n − (x− ζ−1)n
,

respectively. When 1 ≤ j ≤ n− 1, Lemma 3.2 with Z = (x− ζ)/(x− ζ−1) implies

that

yn
j =

(ζ−1 − ζ)n(x− ζ)jn(x− ζ−1)(n−j)n

((x− ζ)n − (x− ζ−1)n)n
= (t− ζ)j(t− ζ−1)n−j.

Corollary 3.3. We have L(ζ) = Splk(t,ζ)(Y
n− (t− ζ)/(t− ζ−1)). In particular,

Rn(t,X) is generic over k(ζ) and potentially generic over k.
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Proof. Corollary 2.2 and Proposition 3.1 imply that

L(ζ) = Splk(t,ζ)(Y
n − (t− ζ)(t− ζ−1)n−1) = Splk(t,ζ)(Y

n − (t− ζ)/(t− ζ−1)).

Since (t − ζ)/(t − ζ−1) is linear fractional, it follows from Kummer theory that

Y n − (t− ζ)/(t− ζ−1) is generic over k(ζ) and so is Rn(t,X).

Let k = Q(ω) be as in the case of Rn(t, X). For an even integer n greater than

2, Hashimoto and Rikuna [5] defined a polynomial HRn(t, X) ∈ k(t)[X] with two

parameters t = (t1, t2) such that

HRn(t, X) = Xn+
∑(n−2)/2

i=1 B(n, i)(T1t2)
iXn−2i

−(ω2 − 4)T
(n−2)/2
1 t

n/2
2 ∈ k(t1, t2)[X]

where T1 = t21 − ωt1 + 1 and B(n, i) =
(

n−i−1
i−1

)
+

(
n−i

i

)
. Here

(
m1

m2

)
denotes the

binomial coefficient m1!/(m2!(m1 −m2)!).

Proposition 3.4 (Hashimoto-Rikuna [5]). The polynomial HRn(t, X) is k-

generic for Cn.

We calculate the rational function gj(t) for HRn(t, X).

Lemma 3.5. We have

Splk(t,ζ)HRn(t, X) = Splk(t,ζ)(Y
n − (T1t2)

n/2 t1 − ζ

t1 − ζ−1
).

Proof. Let us denote Splk(t)HRn(t, X) by L. For a solution z1 of Zn− (T1t2)
n/2(t1−

ζ)/(t1 − ζ−1) = 0 in k(t) we put z2 = −T1t2/z1. The argument in [5] implies that

HRn(t, X) =
n∏

i=0

(X − (ζ iz1 + ζ−iz2)),

L = k(t, z1 + z2) and that the Galois group Gal(L/k(t)) is generated by σ ∈
Gal(L/k(t)) such that σi(z1 + z2) = ζ iz1 + ζ−iz2. Thus the j-th Lagrange resolvent

yj is equal to

yj =





z1 if j ≡ 1 (mod n),
z2 if j ≡ −1 (mod n),
0 otherwise.

Hence the element g1(t) = yn
1 is equal to zn

1 = (T1t2)
n/2(t1 − ζ)/(t1 − ζ−1).

Corollary 3.6. Let K be a finite number field containing k = Q(ω) and p a

prime ideal of K with p - n. For an a = (a1, a2) ∈ K2 with (a2
1−ωa1 +1)a2 6= 0, the
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ramification index of p in the extension SplKHRn(a, X)/K is equal to the order of

the rational integer

(
n

2
− 1) max{ordp(a

2
1 − ωa1 + 1), 0}+

n

2
ordp(a2)

in the additive group Z/nZ. Here ordp is the p-adic additive valuation of K so that

ordp(K
×) = Z.

§ 4. Several examples of cubic polynomials

We prepare some lemmas for the calculation of the ramification in the extension

over an algebraic number field.

Lemma 4.1 (cf. [3]). Let l be a prime number and p a prime ideal of Q(ζl).

Let c ∈ Q(ζl) and z ∈ Q be algebraic numbers such that zl = c 6= 0.

(1) When vp(c) 6≡ 0 (mod l), the extension Q(ζl, z)/Q(ζl) is ramified at p.

(2) If vp(c) ≡ 0 (mod l) and p - l, then Q(ζl, z)/Q(ζl) is unramified at p.

(3) For the case vp(c) = 0, the prime ideal p = (ζl − 1) of Q(ζl) above l ramifies,

remains prime and splits completely in Q(ζl, z)/Q(ζl) if and only if the valuation

vp(c
l−1 − 1) is less than l, equal to l and greater than l, respectively.

Corollary 4.2. Let the notation be as in Lemma 4.1. We assume that there

exists an element τ ∈ Gal(Q(ζl)/Q) of order m such that N〈τ〉(c) =
∏m−1

i=0 τ i(c) = 1.

Then the prime ideal p = (ζl−1) of Q(ζl) above l ramifies, remains prime and splits

completely in the extension Q(ζl, z)/Q(ζl) if and only if the valuation vp(c
m− 1) is

less than l, equal to l and greater than l, respectively.

Proof. Since p = (ζl− 1) is a unique prime ideal of Q(ζl) above l, we have τ(p) = p

and vp(c) = vp(τ
i(c)). This implies that mvp(c) = vp(1) = 0 and vp(c) = 0. Note

that τ(c) ≡ c (mod p) for OQ(ζl)/p ' Fl. Thus one has that cm ≡ N〈τ〉(c) ≡ 1

(mod p). Since m is a divisor of l− 1, we have cl− c = c(cm− 1)
∑(l−1)/m−1

i=0 cmi. It

holds that
∑(l−1)/m−1

i=0 cmi ≡ (l− 1)/m 6≡ 0 (mod p). This means that vp(c
m− 1) =

vp(c
l − c). Hence Lemma 4.1 (3) shows the assertion.

Let us consider a cubic polynomial

f0(t,X) = X3 − tX2 − (t + 3)X − 1
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over Q(t), which is called the simplest cubic polynomial of Shanks type [21]. The

discriminant of the polynomial f0(t,X) is equal to (t2 + 3t + 9)2. For the relation

f0(t,X) = R3(t/3, X) one can think that the Rikuna’s polynomial Rn(t,X) at the

previous section is a generalization of the f0(t,X). The field L0 = SplQ(t)f0(t,X)

is a cyclic cubic extension of Q(t) whose Galois group Gal(L0/Q(t)) is generated

by an element σ satisfying

σ(x) =
−x− 1

x
= −x2 + tx + (t + 2), σ2(x) =

−1

x + 1
= x2 − (t + 1)x− 2.

The 1st Lagrange resolvent y = (x + ζ−1σ(x) + ζ−2σ2(x))/3 is equal to Y (t, x)

where

Y (t, X) = ((2ζ + 1)X2− ((2ζ + 1)t + (ζ − 1))X − (ζ + 1)t− 4ζ − 2)/3 ∈ Q(t, ζ)[X]

and ζ is a primitive 3rd root of unity in Q. Proposition 2.4 implies

g(t) = ResX(f0(t,X), Y (t,X))
= (t3 + (3ζ + 6)t2 + (9ζ + 18)t + (27ζ + 27))/27
= (t− 3ζ)(t + 3ζ + 3)2/27.

Lemma 4.3. We have

L0(ζ) = SplQ(t,ζ)(Y
3 − t− 3ζ

t + 3ζ + 3
).

Let us denote (t− 3ζ)(t+ 3ζ + 3) = t2 + 3t+ 9 by d0(t). For a prime number p 6= 3

we define U0,p(Q) = {a ∈ Q|vp(a) < 0 or vp(d0(a)) ≡ 0 (mod 3)}. The set U0,3(Q)

is defined to be U0,3(Q) = {a ∈ Q|v3(a + 3/2) 6= 1, 2}. The following lemma was

shown in [11], which is also seen in the same way as for the proof of Proposition

4.11 below.

Lemma 4.4 (Komatsu [11]). For a rational number a ∈ Q the conductor

cond(L) of the extension L = SplQf0(a,X) is equal to
∏

p prp where

rp =





1 if p 6= 3 and a 6∈ U0,p,
2 if p = 3 and a 6∈ U0,3,
0 otherwise.

Remark 4.5. For a cyclic extension L/K of prime degree l we have a relation

cond(L/K)l−1 = disc(L/K) between the conductor cond(L/K) and the discrimi-

nant disc(L/K) of L/K (cf. [19]).
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Remark 4.6. It is well-known that f0(t,X) is a generic C3-polynomial over Q

(cf. [20]).

In the same way as for f0(t,X) one can calculate the invariants for cubic poly-

nomials

f1(t, X) = X3 − (t3 − 2t2 + 3t− 3)X2 − t2X − 1,
f2(t, X) = X3 + 3(3t2 − 3t + 2)X2 + 3X − 1,
f3(t, X) = X3 − t(t2 + t + 3)(t2 + 2)X2 − (t3 + 2t2 + 3t + 3)X − 1,
f4(t, X) = X3 + (t8 + 2t6 − 3t5 + 3t4 − 4t3 + 5t2 − 3t + 3)X2 − t2(t3 − 2)X − 1.

The f1(t,X) was given by Lecacheux [12] and the latters fi(t,X) for i = 2, 3 and

4 were obtained by Kishi [10]. The discriminants discfi(t,X) of the polynomials

are
discXf1(t,X) = (t− 1)2(t2 + 3)2(t2 − 3t + 3)2,
discXf2(t,X) = 36(2t− 1)2(t2 − t + 1)2,
discXf3(t,X) = (t2 + 1)2(t2 + 3)2(t4 + t3 + 4t2 + 3)2,
discXf4(t,X) = (t2 − t + 1)2(t3 + t− 1)2(t4 − t3 + t2 − 3t + 3)2

×(t4 + 2t3 + 4t2 + 3t + 3)2.

For i = 1, 2, 3 and 4 let us denote SplQ(t)fi(t,X) by Li, respectively.

Proposition 4.7. We have

L1(ζ) = SplQ(t,ζ)

(
Y 3 − (t− 2ζ − 1)(t− ζ − 2)

(t + 2ζ + 1)(t + ζ − 1)

)
,

L2(ζ) = SplQ(t,ζ)

(
Y 3 − t− ζ − 1

t + ζ

)
,

L3(ζ) = SplQ(t,ζ)

(
Y 3 − (t− 2ζ − 1)(t2 − ζt + ζ + 2)

(t + 2ζ + 1)(t2 + (ζ + 1)t− ζ + 1)

)
,

L4(ζ) = SplQ(t,ζ)

(
Y 3 − (t− ζ − 1)(t2 + ζt− 2ζ − 1)(t2 + t− ζ + 1)

(t + ζ)(t2 − (ζ + 1)t + 2ζ + 1)(t2 + t + ζ + 2)

)
.

Corollary 4.8 (Kishi [10]). We have SplQ(t)f2(t,X) = SplQ(t)f0(−3t,X).

Proof. Proposition 4.7 implies that SplQ(t,ζ)f2(t,X) = SplQ(t,ζ)f0(−3t,X). Here

two fields SplQ(t,ζ)f2(t,X) and SplQ(t,ζ)f0(−3t,X) are C3 × C2-extensions of Q(t).

Thus the two fields have unique subextensions M of Q(t) with [M : Q(t)] = 3,

which are equal to SplQ(t)f2(t,X) and SplQ(t)f0(−3t, X), respectively. Thus we

have SplQ(t)f2(t,X) = SplQ(t)f0(−3t,X).

By Propositions 2.6 and 4.7 we have

Corollary 4.9. The polynomials f1(t,X), f3(t,X) and f4(t,X) are not poten-

tially generic over Q.
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Proof of Proposition 4.7. For i = 1, 2, 3 and 4 let xi be solutions of fi(t,X) = 0 in

Li, respectively. Then one can check that the following elements σi generate the

Galois groups Gal(Li/Q(t)) ' C3 and can calculate the the cubes λi(t) ∈ Q(t, ζ) of

1st Lagrange resolvents by using Lemma 2.4, respectively.

σ1(x1) =−(t2 − t + 1)/(t− 1)x2
1 + (t4 − 2t3 + 4t2 − 4t + 2)x1

+(t4 − 2t3 + 3t2 − 3t + 2)/(t− 1),
λ1(t) = (t− 2ζ − 1)(t + 2ζ + 1)2(t− ζ − 2)(t + ζ − 1)2(t− ζ − 1)3/27,

σ2(x2) =−(3t2 − 3t + 1)/(2t− 1)x2
2

−(27t4 − 54t3 + 54t2 − 26t + 5)/(2t− 1)x2

−(9t3 − 9t2 + 6t− 2)/(2t− 1),
λ2(t) =−(t− ζ − 1)(t + ζ)2(3t− ζ − 2)3,

σ3(x3) =−(t4 + t3 + 3t2 + t + 1)/(t2 + 1)x2
3

+t(t8 + 2t7 + 9t6 + 11t5 + 25t4 + 18t3 + 25t2 + 8t + 7)/(t2 + 1)x3

+(t7 + 2t6 + 7t5 + 8t4 + 13t3 + 8t2 + 6t + 2)/(t2 + 1),
λ3(t) = (t− 2ζ − 1)(t + 2ζ + 1)2

×(t2 − ζt + ζ + 2)(t2 + (ζ + 1)t− ζ + 1)2(t2 − ζt + 1)3/27,
σ4(x4) =−(t6 + t4 − 2t3 + t2 − t + 1)/(t3 + t− 1)x2

4

−(t14 + 3t12 − 5t11 + 6t10 − 12t9 + 17t8 − 18t7

+24t6 − 23t5 + 21t4 − 17t3 + 11t2 − 6t + 2)/(t3 + t− 1)x4

−(t2 + 1)(t7 + t5 − 3t4 + 2t3 − t2 + 3t− 2)/(t3 + t− 1),
λ4(t) =−(t− ζ − 1)(t + ζ)2(t2 + ζt− 2ζ − 1)(t2 − (ζ + 1)t + 2ζ + 1)2

×(t2 + t− ζ + 1)(t2 + t + ζ + 2)2(t3 − ζt− 1)3/27.

Thus the equations of the assertion hold.

Remark 4.10. On f1(t,X) Washington [26] gave a generator ρ of Gal(L1/Q(t))

satisfying ρ(x) = −(x + 1)/((t2 − t + 1)x + t). In fact, one has ρ = σ2
1.

For i = 1, 2, 3 and 4 let λi(t) ∈ Q(ζ)[t] be the polynomials as in the proof of

Proposition 4.7. For j = 1, 2 and 3 let di,j(t) be the products of all the monic

prime divisors whose multiplicities in λi(t) are equal to j, respectively, that is,

d1,1(t) = (t− 2ζ − 1)(t− ζ − 2), d1,2(t) = (t + 2ζ + 1)(t + ζ − 1),
d2,1(t) = t− ζ − 1, d2,2(t) = t + ζ,
d3,1(t) = (t− 2ζ − 1)(t2 − ζt + ζ + 2),
d3,2(t) = (t + 2ζ + 1)(t2 + (ζ + 1)t− ζ + 1),
d4,1(t) = (t− ζ − 1)(t2 + ζt− 2ζ − 1)(t2 + t− ζ + 1),
d4,2(t) = (t + ζ)(t2 − (ζ + 1)t + 2ζ + 1)(t2 + t + ζ + 2).
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Note that τ(di,1(t)) = di,2(t) for τ ∈ Gal(Q(t, ζ)/Q(t)) with τ(ζ) = ζ2. We denote

by di(t) ∈ Q[t] the products di,1(t)di,2(t). Then one has

d1(t) = (t2 + 3)(t2 − 3t + 3),
d2(t) = t2 − t + 1,
d3(t) = (t2 + 3)(t4 + t3 + 4t2 + 3),
d4(t) = (t2 − t + 1)(t4 − t3 + t2 − 3t + 3)(t4 + 2t3 + 4t2 + 3t + 3).

For an odd prime number p > 3 we define

Ui,p(Q) = {a ∈ Q|vp(a) < 0 or vp(di(a)) ≡ 0 (mod 3)},

and put Ui,2(Q) = Q for the case p = 2. Here vp is the p-adic valuation. The sets

Ui,3(Q) are defined to be Ui,3(Q) = {a ∈ Q|v3(µi(a)) ≥ 1} where µi(t) ∈ Q(t) are

rational functions such that

µi(t) =
(di,1(t) + di,2(t))(di,1(t)− di,2(t))

(ζ−1 − ζ)di(t)
,

respectively.

Proposition 4.11. For a rational number a ∈ Q, the conductor cond(L) of the

extension L = SplQfi(a,X) is equal to
∏

p prp where

rp =





1 if p 6= 3 and a 6∈ Ui,p,
2 if p = 3 and a 6∈ Ui,3,
0 otherwise.

For i = 1, 2, 3 and 4 let hi ∈ Q(ζ) be the squares of the resultants of di,1(t) and

di,2(t), that is, hi = Rest(di,1(t), di,2(t))
2. Note that hi ∈ Q. In fact, τ(hi) =

Rest(di,2(t), di,1(t))
2 = Rest(di,1(t), di,2(t))

2 = hi. By the direct calculation one sees

Lemma 4.12. We have h1 = 22 · 36, h2 = −3, h3 = −22 · 39 and h4 = −319.

Proof of Proposition 4.11. For a rational number a ∈ Q let L denote the algebraic

number field SplQfi(a,X). Let p be a prime number and p a prime ideal of Q(ζ)

above p. It follows from the ramification-conductor theorem that p ramifies in

L/Q if and only if rp = vp(cond(L)) ≥ 1. Class field theory implies that when

L/Q is ramified at p, we have rp = 2 if p = 3 and rp = 1 otherwise. Since the

degrees of two cyclic extensions Q(ζ) and L of Q are relatively prime, p ramifies

in L/Q if and only if so does p in L(ζ)/Q(ζ). Let us show that a ∈ Ui,p if and

only if p does not ramify in L(ζ)/Q(ζ). Now denote the ratio di,1(a)/di,2(a) by
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γ. We first note that 2 does not ramify in any cyclic cubic field. Let us assume

p ≥ 5. If vp(a) < 0, then vp(di,1(a)) = vp(di,2(a)) < 0 and vp(γ) = 0 where vp

is the p-adic valuation. Thus it follows from Lemma 4.1 (2) that L(ζ)/Q(ζ) is

unramified at p. Since vp(hi) = 0, the equation vp(di(a)) ≡ 0 (mod 3) is equivalent

to vp(γ) ≡ 0 (mod 3) under the condition vp(a) ≥ 0. Lemma 4.1 (1) and (2)

imply that L(ζ)/Q(ζ) is unramified at p if and only if vp(di(a)) ≡ 0 (mod 3). Next

consider the case p = 3. For τ(di,1(a)) = di,2(a) one has vp(γ) = 0. Corollary

4.2 implies that L(ζ)/Q(ζ) is unramified at p if and only if vp(γ
2 − 1) ≥ 3. Here

it holds that vp(γ
2 − 1) = vp(γ − γ−1) = vp(µi(a)) + 1 = 2v3(µi(a)) + 1. Hence

L(ζ)/Q(ζ) is unramified at p if and only if v3(µi(a)) ≥ 1.

In the same way as above Corollary 4.2 shows

Corollary 4.13. For a rational number a ∈ Q the prime number 3 ramifies,

remains prime and splits completely in the extension SplQfi(a, X)/Q provided the

valuation v3(µi(a)) is equal to 0, 1 and is greater than 1, respectively.

Lemma 4.14. We have

µ1(t) =
3(t− 1)(2t2 − 3t− 3)

(t2 + 3)(t2 − 3t + 3)
,

µ2(t) =
2t− 1

t2 − t + 1
,

µ3(t) =
3(t2 + 1)(2t3 + t2 + 3)

(t2 + 3)(t4 + t3 + 4t2 + 3)
,

µ4(t) =
3(t3 + t− 1)(2t5 + 3t3 − 4t2 − 3t− 3)

(t2 − t + 1)(t4 − t3 + t2 − 3t + 3)(t4 + 2t3 + 4t2 + 3t + 3)

and
U1,3(Q) = {a ∈ Q|v3(a) ≤ 0},
U2,3(Q) = {a ∈ Q|v3(a) ≤ −1 or v3(a− 5) ≥ 2}.

The set U3,3(Q) is equal to the set of the rational numbers a ∈ Q satisfying one of

the disjoint three conditions (i) v3(a) ≤ −1, (ii) v3(a−2) ≥ 1 and (iii) v3(a−16) ≥ 3.

The set U4,3(Q) is equal to the set of the rational numbers a ∈ Q satisfying one of

the disjoint four conditions (iv) v3(a) ≤ −1, (v) v3(a − 1) ≥ 1, (vi) v3(a − 2) ≥ 2

and (vii) v3(a− 14) ≥ 3.

Proof. One can directly calculate the invariants µi(t) for i = 1, 2, 3 and 4. If

v3(a) ≤ 0, then v3(µ1(a)) ≥ 1. When v3(a) ≥ 1, one has v3(µ1(a)) = 0. Thus
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we have U1,3(Q) = {a ∈ Q|v3(a) ≤ 0}. If v3(a) ≤ −1, then v3(µ2(a)) ≥ 1.

When v3(a) ≥ 1 or v3(a − 1) ≥ 1, it holds that v3(µ2(a)) = 0. Here one has

µ2(2 + 3t1) = (2t1 + 1)/(3t21 + 3t1 + 1). Thus v3(a − 5) ≥ 2 (resp. v3(a − 5) = 1)

implies v3(µ2(a)) ≥ 1 (resp. v3(µ2(a)) = 0). This shows that U2,3(Q) = {a ∈
Q|v3(a) ≤ −1 or v3(a− 5) ≥ 2}.

If v3(a) ≤ −1, then v3(µ3(a)) ≥ 2. Here one sees

µ3(1 + 3t1) =
(9t21 + 6t1 + 2)(18t31 + 21t21 + 8t1 + 2)

(9t21 + 6t1 + 4)(9t41 + 15t31 + 13t21 + 5t1 + 1)
,

which means that v3(µ3(a)) = 0 provided v3(a− 7) = 1. By the equation

µ3(7 + 9t2) =
(81t22 + 126t2 + 50)(162t32 + 387t22 + 308t2 + 82)

(81t22 + 126t2 + 52)(243t42 + 783t32 + 957t22 + 525t2 + 109)
,

one sees that v3(µ3(a)) = 0 if v3(a − 16) = 2. When v3(a − 16) ≥ 3, we have

v3(µ3(a)) ≥ 1. For the case v3(a− 2) ≥ 1, it holds that v3(µ3(a)) = 1. If v3(a) ≥ 1,

then v3(µ3(a)) = 0. Thus we see the assertion for the U3,3(Q).

If v3(a) ≤ −1, then v3(µ4(a)) ≥ 3. When v3(a− 1) ≥ 1, we have v3(µ4(a)) = 1.

By the direct calculation one sees

µ4(2 + 3t1) = (9t31 + 18t21 + 13t1 + 3)(54t51 + 180t41 + 249t31 + 174t21 + 59t1 + 7)
×(3t21 + 3t1 + 1)−1(9t41 + 21t31 + 19t21 + 7t1 + 1)−1

×(27t41 + 90t31 + 120t21 + 75t1 + 19)−1,
µ4(5 + 9t2) = (243t32 + 405t22 + 228t2 + 43)

×(4374t52 + 12150t42 + 13581t32 + 7623t22 + 2144t2 + 241)
×(27t22 + 27t2 + 7)−1

×(243t42 + 513t32 + 408t22 + 144t2 + 19)−1

×(2187t42 + 5346t32 + 4968t22 + 2079t + 331)−1.

If v3(a− 2) ≥ 2, then v3(µ4(a)) ≥ 1. When v3(a− 8) ≥ 2, we have v3(µ4(a)) = 0.

For the case v3(a − 14) ≥ 3 (resp. v3(a − 14) = 2), one has v3(µ4(a)) ≥ 1 (resp.

v3(µ4(a)) = 0). When v3(a) ≥ 1, it holds that v3(µ4(a)) = 0. Hence we have

verified the assertion for the U4,3(Q).

§ 5. Two examples of quintic polynomials

Let us consider a quintic polynomial

f5(t,X) = X5 + t2X4 − 2(t3 + 3t2 + 5t + 5)X3

+(t4 + 5t3 + 11t2 + 15t + 5)X2 + (t3 + 4t2 + 10t + 10)X + 1,

which is called the quintic polynomial of Lehmer type [14]. The discriminant of

the polynomial f5(t,X) is equal to (t3 + 5t2 + 10t + 7)2(t4 + 5t3 + 15t2 + 25t + 25)4.
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Let us denote SplQ(t)f5(t,X) by L5 and fix a solution x5 ∈ L5 of f5(t,X) = 0.

Note that [Q(t, x5) : Q(t)] = 5. In fact, a specialized polynomial f5(0, X − 1) =

X5− 5X4 +25X2− 25X +5 is Eisenstein at the prime number 5. This means that

f5(t,X) is irreducible over Q(t). It can be checked by a calculator that

x′ = ((t + 1)x4
5 + (t3 + 2t2 + 3t + 3)x3

5 − (t + 1)(t + 2)(t2 + t + 4)x2
5

−(t4 + 7t3 + 19t2 + 29t + 19)x5 + (t + 1)(t3 + 5t2 + 11t + 9))/δ5(t)

is a solution of f5(t,X) = 0 where δ5(t) = t3 + 5t2 + 10t + 7. It follows from

[Q(t, x5) : Q(t)] = 5 that x′ 6= x5. Thus there exists an element σ5 ∈ Gal(L5/Q(t))

such that σ5(x5) = x′. By the direct computation with a calculator it is seen that

σ5(x5) = ((t + 1)x4
5 + (t3 + 2t2 + 3t + 3)x3

5 − (t + 1)(t + 2)(t2 + t + 4)x2
5

−(t4 + 7t3 + 19t2 + 29t + 19)x5 + (t + 1)(t3 + 5t2 + 11t + 9))/δ5(t),
σ2

5(x5) = (−(t + 1)(t + 2)x4
5 − (t + 1)2(t2 + t− 1)x3

5

+(2t5 + 12t4 + 33t3 + 54t2 + 53t + 23)x2
5

−(t + 1)(t + 2)(t4 + 5t3 + 12t2 + 16 + 9)x5

−(t5 + 7t4 + 24t3 + 47t2 + 52t + 25))/δ5(t),
σ3

5(x5) = (−(2t + 3)x4
5 − (2t3 + 4t2 + 3t + 2)x3

5

+(3t4 + 14t3 + 31t2 + 41t + 24)x2
5

−(t + 3)(t4 + 4t3 + 9t2 + 9t + 2)x5 − (t + 2)(2t + 3))/δ5(t),
σ4

5(x5) = ((t + 2)2x4
5 + (t + 1)(t + 2)(t2 + t− 1)x3

5

−(2t5 + 14t4 + 43t3 + 76t2 + 80t + 39)x2
5

+(t + 1)(t5 + 8t4 + 29t3 + 60t2 + 71t + 36)x5

+(t + 2)(t3 + 6t2 + 14t + 11))/δ5(t)

and σ5
5(x5) = x5. Thus it holds that L5 = Q(t, x5) and Gal(L5/Q(t)) = 〈σ5〉 ' C5.

Using Lemma 2.4 it is calculated that 1st Lagrange resolvent y5 of x5 for L5/Q(t)

satisfies

(5y5)
5 =−t10 + (5ζ3 + 5ζ − 10)t9

+(70ζ3 + 10ζ2 + 55ζ − 35)t8

+(450ζ3 + 125ζ2 + 300ζ)t7

+(1775ζ3 + 725ζ2 + 1025ζ + 475)t6

+(4750ζ3 + 2625ζ2 + 2375ζ + 2125)t5

+(8875ζ3 + 6500ζ2 + 3750ζ + 5250)t4

+(11250ζ3 + 11250ζ2 + 3750ζ + 8125)t3

+(8750ζ3 + 13125ζ2 + 1875ζ + 7500)t2

+(3125ζ3 + 9375ζ2 + 3125)t + 3125ζ2

=−(t− α1)(t− α2)
3(t− α3)

2(t− α4)
4

where ζ is a primitive 5th root of unity in Q and

α1 = −ζ3 − 2ζ − 2, α2 = −2ζ2 − ζ − 2,
α3 = −ζ3 + ζ2 + ζ − 1, α4 = 2ζ3 + ζ2 + 2ζ.
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Here αj are zeros of t4 +5t3 +15t2 +25t+25 =
∏4

j=1(t−αj) and τj(α1) = αj where

τj ∈ Gal(Q(t, ζ))/Q(t)) such that τj(ζ) = ζj. We denote the rational function

(t−α1)(t−α2)
3(t−α3)

2(t−α4)
4 ∈ Q(t, ζ) by λ5(t). Corollary 2.2 and Proposition

2.6 imply

Proposition 5.1. We have L5(ζ) = SplQ(t,ζ)(Y
5−λ5(t)). In particular, f5(t,X)

is not potentially generic over Q.

Remark 5.2. Schoof and Washington [18] showed that L5 = Q(t, x5) is a cyclic

quintic extension of Q(t) whose Galois group Gal(L5/Q(t)) is generated by

ρ(x5) =
−x2

5 + tx5 + t + 2

(t + 2)x5 + 1
.

In fact, ρ = σ4
5 ∈ Gal(L5/Q(t)). Spearman and Williams [24] also gave a generator

for Gal(L5/Q(t)) whose form is the same as that of σ4
5 and obtained the same

equations on σj
5(x5) as above.

Thaine [25] gave a quintic polynomial f6(t,X) such that

f6(t,X) = X5 + (2t2 + 5t + 10)X4 + (t4 + 5t3 + 17t2 + 25t + 25)X3

+(t4 + 3t3 + 7t2 + 5t + 5)X2 − (t3 + 3t2 + 5t + 5)X − 1.

The discriminant of the polynomial f6(t,X) is equal to

(t4 + 4t3 + 10t2 + 15t + 7)2(t4 + 5t3 + 15t2 + 25t + 25)4.

Let us denote SplQ(t)f6(t,X) by L6 and fix a solution x6 ∈ L6 of f6(t,X) = 0. In

the same way as that of the case f5(t,X), one can see that Gal(L6/Q(t)) ' C5 is

generated by σ6 such that

σ6(x6) = ((t + 3)x4
6 + (2t3 + 10t2 + 23t + 28)x3

6

+(t5 + 6t4 + 23t3 + 52t2 + 68t + 54)x2
6

−(t6 + 6t5 + 23t4 + 56t3 + 92t2 + 99t + 42)x6

−(t6 + 6t5 + 22t4 + 52t3 + 80t2 + 80t + 36))/δ6(t)

where δ6(t) = t4 + 4t3 + 10t2 + 15t + 7. The 1st Lagrange resolvent y6 of x6 for

L6/Q(t) satisfies

(5y6)
5 = ε5(t− α1)

2(t− α2)(t− α3)
4(t− α4)

3

where ε = ζ3 + ζ2 + 1 ∈ O×
Q(ζ) and the elements αj are the same as for f5(t,X).

Proposition 5.3. We have L5 = L6.
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Proof. By the above argument one has y2
5/y6 ∈ Q(t, ζ)5. Corollary 2.2 implies

that L5(ζ) = L6(ζ) from Kummer theory. The Galois groups of the extensions

Li(ζ)/Q(t) are isomorphic to C5×C4, respectively. Each C5×C4-extension Li(ζ)/Q(t)

has a unique quintic extension Li of Q(t) for i = 5 and 6. Thus we see L5 = L6.

More precisely than Proposition 5.3 one can obtain an explicit relation between

the solutions of f5(t,X) = 0 and f6(t,X) = 0. Let us define polynomials θ(X) and

θ̂(X) ∈ Q(t)[X] by

θ(X) = ((t + 1)X4 + (t3 + 2t2 + 3t + 3)X3

−(t + 1)(t + 2)(t2 + t + 4)X2

−(t + 3)(t3 + 3t2 + 5t + 4)X − (t3 + 4t2 + 7t + 5))/δ5(t),

θ̂(X) = ((t2 + 2t + 2)X4 + (2t4 + 9t3 + 24t2 + 32t + 21)X3

+(t6 + 7t5 + 29t4 + 72t3 + 118t2 + 119t + 57)X2

+(t3 + 3t2 + 6t + 3)(t3 + 3t2 + 6t + 7)X − (t + 3))/δ6(t).

Proposition 5.4. We have

f5(t,X) =
4∏

m=0

(X − θ̂(σm
6 (x6))), f6(t,X) =

4∏
m=0

(X − θ(σm
5 (x5))),

θ̂ ◦ θ(x5) = x5 and θ ◦ θ̂(x6) = x6. In the Galois extension L5 = L6 of Q(t), the

action of σ5 is equivalent to that of σ2
6.

Proof. Let τ̃j ∈ Gal(L5L6(ζ)/Q(t)) be an extension of τj ∈ Gal(Q(t, ζ)/Q(t)) such

that τ̃j(ζ) = τj(ζ) = ζj and τ̃j(xi) = xi for i = 5 and 6. By the argument above one

has that y5
6 = −ε5τ̃2(y5)

5. This means that y6 = −ζbετ̃2(y5) for an integer b ∈ Z.

Let σ̃i ∈ Gal(Li(ζ)/Q(t)) be an extension of σi ∈ Gal(Li/Q(t)) such that σ̃i(xi) =

σi(xi) and σ̃i(ζ) = ζ for i = 5 and 6, respectively. Then it holds that σ̃iτ̃j = τ̃jσ̃i

as the actions on Li(ζ). Lemma 2.1 implies that σ̃6(y6) = ζy6. Thus one has

σ̃6
−b+1(y6) = −ζετ̃2(y5). Let us put η5 = −ζετ̃2(y5) and η6 = σ̃6

−b+1(y6). It follows

from the definition that
∑4

j=1 τ̃j(yi) = 4xi/5 −
∑4

m=1 σm
i (xi)/5 = xi − Ti(xi)/5

where Ti(xi) =
∑4

m=0 σm
i (xi) ∈ Q(t). Since τ̃jσ̃i(yi) = σ̃iτ̃j(yi), it satisfies that

4∑
j=1

τ̃j(σ̃i
m(yi)) = σm

i (xi)− Ti(xi)/5

for an integer m ∈ Z. This shows that
∑4

j=1 τ̃j(η6) = σ−b+1
6 (x6) − T6(x6)/5. Here

it is seen that η5 = τ̃2(−ζ3(ζ4 + ζ + 1)y5) = τ̃2((ζ + 1)y5) = τ̃2(y5 + σ̃5(y5)). Thus

we have
∑4

j=1 τ̃j(η5) = x5 + σ5(x5) − 2T5(x5)/5. Hence the element σ̃6
−b+1(x6)
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is equal to x5 + σ5(x5) − 2T5(x5)/5 + T6(x6)/5 = θ(x5) where T5(x5) = −t2 and

T6(x6) = −(2t2 +5t+10). Since σ̃6
−b+1(x6) is a solution of f6(t,X) = 0, so is θ(x5).

Note that f6(t,X) and θ(X) are defined over Q(t). Thus σm
5 θ(x5) = θ(σm

5 (x5)) are

also solutions of f6(t,X) = 0. If σm1
5 θ(x5) = σm2

5 θ(x5) for 0 ≤ m1 < m2 ≤ 4,

then f6(t,X) is reducible over Q(t), which is a contradiction. This means that

f6(t,X) =
∏4

m=0(X − θ(σm
5 (x5))) and L6 ⊆ L5. In the same way as above one can

find θ̂(X) ∈ Q(t)[X] such that f5(t,X) =
∏4

m=0(X− θ̂(σm
6 (x6))) and θ̂◦θ(x5) = x5.

Thus we prove L5 = L6. It satisfies that θ◦ θ̂◦θ(x5) = θ(x5) and θ◦ θ̂(σ−b+1
6 (x6)) =

σ−b+1
6 (x6). Since θ(X) and θ̂(X) are defined over Q(t), we have θ ◦ θ̂(x6) = x6.

Note that σ̃5
m(η5) = −ζετ̃2(σ̃5

m(y5)) = −ζετ̃2(ζ
my5) = −ζεζ2mτ̃2(y5) = ζ2mη5. On

the other hand, one has σ̃m
6 (η6) = ζmη6. This means that σ5 = σ2

6 as the actions

on L5 = L6.

Remark 5.5. There exist five pairs (θ(X), θ̂(X)) satisfying all of the equations

in Proposition 5.4. We give a pair which is calculated by using σ5(x5).

Let us denote t4 + 5t3 + 15t2 + 25t + 25 =
∏4

j=1(t− αj) by d(t). For an odd prime

number p > 5 we define

Up(Q) = {a ∈ Q|vp(a) < 0 or vp(d(a)) ≡ 0 (mod 5)},

and put U2(Q) = U3(Q) = Q for the cases p = 2 and 3, respectively. The set U5(Q)

is defined to be U5(Q) = {a ∈ Q|v5(a) ≤ 0}.

Proposition 5.6 (Spearman-Williams [23]). For a rational number a ∈ Q the

conductor of the extension SplQf5(a,X) = SplQf6(a,X) is equal to
∏

p prp where

rp =





1 if p 6= 5 and a 6∈ Up,
2 if p = 5 and a 6∈ U5,
0 otherwise.

Proof. In the same way as that in the proof of Proposition 4.11 one can show the

assertion for the case p 6= 5. In fact, it is seen that disctd(t) =
∏

1≤j1<j2≤4(αj1 −
αj2)

2 = 57. Let us denote (a − α1)(a − α2)
−2(a − α3)

2(a − α4)
−1 ∈ Q(ζ) by γ.

Then one has that N〈τ4〉(γ) = 1 and vp(γ) = 0 where τ4 is an element of order

2 in Gal(Q(ζ)/Q) such that τ4(ζ) = ζ4. Corollary 4.2 implies that L(ζ)/Q(ζ) is
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unramified at p = (ζ−1) if and only if vp(γ
2−1) ≥ 5. Now put µ = (γ−γ−1)/(ζ−

ζ−1). Then it holds that vp(γ
2 − 1) = vp(γ − γ−1) = vp(µ) + 1. One can calculate

µτ2(µ) = µ̃ ∈ Q where τ2(ζ) = ζ2 and

µ̃ = −52(a4 + 6a3 + 14a2 + 15a + 5)(4a6 + 30a5 + 65a4 − 200a2 − 125a + 125)

(a4 + 5a3 + 15a2 + 25a + 25)3
.

Here it satisfies that vp(γ
2− 1) = 2v5(µ̃)+1. If v5(a) ≤ −1, then v5(µ̃) ≥ 4. When

v5(a − 2) ≥ 1, one has v5(µ̃) ≥ 3. For the case v5(a) = v5(a − 2) = 0, we have

v5(µ̃) = 2. The condition v5(a) ≥ 1 implies that v5(µ̃) = 0. Hence L/Q is ramified

at 5 if and only if v5(a) ≥ 1.

By the argument in the proof of Proposition 5.6 one sees

Corollary 5.7. For a rational integer a ∈ Q, the prime number 5




ramifies if v5(a) ≥ 1,
remains prime if v5(a) = v5(a− 2) = 0,
splits completely otherwise,

in the extension SplQf5(a,X)/Q.
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Degenerate Gauss hypergeometric functions

MHF2004-26 Ryo IKOTA
The boundedness of propagation speeds of disturbances for reaction-diffusion
systems

MHF2004-27 Ryusuke KON
Convex dominates concave: an exclusion principle in discrete-time Kolmogorov
systems



MHF2004-28 Ryusuke KON
Multiple attractors in host-parasitoid interactions: coexistence and extinction

MHF2004-29 Kentaro IHARA, Masanobu KANEKO & Don ZAGIER
Derivation and double shuffle relations for multiple zeta values

MHF2004-30 Shuichi INOKUCHI & Yoshihiro MIZOGUCHI
Generalized partitioned quantum cellular automata and quantization of clas-
sical CA

MHF2005-1 Hideki KOSAKI
Matrix trace inequalities related to uncertainty principle

MHF2005-2 Masahisa TABATA
Discrepancy between theory and real computation on the stability of some
finite element schemes

MHF2005-3 Yuko ARAKI & Sadanori KONISHI
Functional regression modeling via regularized basis expansions and model
selection

MHF2005-4 Yuko ARAKI & Sadanori KONISHI
Functional discriminant analysis via regularized basis expansions

MHF2005-5 Kenji KAJIWARA, Tetsu MASUDA, Masatoshi NOUMI, Yasuhiro OHTA &
Yasuhiko YAMADA
Point configurations, Cremona transformations and the elliptic difference Painlevé
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