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Abstract

Persistent homology is a tool in topological data analysis for studying the robust
topological features of data. The persistence diagram provides a compact way to
summarize the presence, scale, and persistence of these features. In this thesis,
we extend the applicability of persistent homology to a wider variety of settings
by using bound quivers and their representations.

We give a definition of quiver complexes. This generalizes filtrations and
zigzag complexes – settings where persistence analysis is already well developed.
We then define the persistent homology HqpXq of a quiver complex X, which we
show to be a representation of a quiver bound by commutativity. Motivated by
applications, we focus specifically on the so-called commutative ladder quivers
CLnpτq.

In this direction, we show that the commutative ladder quivers CLnpτq with
length n ď 4 are representation-finite by computing their Auslander-Reiten quiv-
ers. Moreover, using the Auslander-Reiten quivers, we provide a generalization
of the definition of persistence diagrams. In the representation-finite commuta-
tive ladder case, we show how to visualize our generalized persistence diagrams.
Moreover, some methods and examples for the interpretation of the persistence
diagrams in these cases are provided.

We extend the use of discrete Morse theory to our setting of quiver complexes.
In particular, given a quiver complex X and an acyclic matching for X, we show
that there is an associated Morse quiver complex A with the property that X
and A have isomorphic persistent homology. The Morse quiver complex A tends
to be smaller in size, so that computing the persistent homology from A instead
of X tends to be less costly.

An algorithm to compute an acyclic matching for a quiver complex X and the
associated Morse quiver complex A is given. The computation of a persistence
diagram follows from the computation of an indecomposable decomposition of a
representation. We give an algorithm for this in the case of CLnpτq with n “ 3.
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Chapter 1

Introduction

The major theme of this work is the use of representation theory in the devel-
opment of tools for data analysis. We shall see that some known techniques
in representation theory have much to contribute to topological data analysis
(TDA) via persistent homology.

Topological data analysis is a fast-growing field that applies various algebraic
and topological methods to data analysis. The survey paper [6] discusses several
distinguishing characteristics of the TDA point of view. For example, TDA tools
are independent of coordinates and particular metrics, and focus on qualitative
features such as shape, in the sense of topology. For a detailed explanation of
why these characteristics of TDA would be appropriate for certain types of data,
we refer the reader to [6].

In particular, we focus on the ideas of persistent homology. First, let us
roughly sketch the basic framework. Dealing with topological spaces directly
may be difficult. An insight from algebraic topology is that a functor, say from
topological spaces to abelian groups, can be used to convert a topological problem
into an algebraic one. Of course, some information (such as coordinates and
metrics) may be lost, but depending on application this can be desirable. For
example, the homology groups of a topological space contain information about
certain topological features – connected components, holes, voids, and so on.

As a further refinement of this basic idea, suppose that instead of just one
topological space, we have a diagram of topological spaces, and would like to
study what topological features are shared (persistent) across different spaces.
Applying the homology functor with field coefficients K, we obtain a diagram
of homology K-vector spaces and K-linear maps between them. This brings us
into the realm of the representation theory of quivers.

This leap to representations of quivers hides and abstracts a lot of detail, so
let us retrace its development starting from the persistent homology of filtrations.

Also, before going into specifics, let us note the following. At the level of rep-
resentation theory, we can ignore the fact that the diagrams of vector spaces and
maps are obtained from diagrams of topological spaces, and treat them purely as
algebraic objects. This allows the use of powerful known representation-theoretic
techniques.

In the following discussion, we shall make some choices about geometric
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2 Chapter 1. Introduction

constructions and shapes of diagrams, in order to concretely motivate our study
of persistent homology. It should be clear, however, that the framework sketched
above applies to a wide variety of constructions. By the observation above, once
we go into the representation theory, we have a unified language for treating all
the specific examples fitting into this framework.

The first choice that we make is that we approximate a topological space by
a simplicial complex – a collection of vertices, edges, triangles, and so on. The
homology groups (homology vector spaces) of simplicial complexes can be given
similar interpretations as those of topological spaces. In fact, this approximation
can be made precise. In the case that the topological space is triangulable, it has
a triangulation. A triangulation is a simplicial complex with homology groups
isomorphic to the homology groups of the topological space.

As a second choice, we further assume that the input data comes as a point
cloud – a finite set of points P Ă RN . There are methods, as discussed in
Section 2.2, for constructing simplicial complexes that attempt to give a “shape”
to the point cloud data. These methods involve a choice of parameter values.
This presents a challenge, as we may not have a priori information about the
correct parameter value(s), if one even exists. Moreover, for fixed parameter
value, a slight change in the points of P , say from noise, may radically change
the structure of the resulting simplicial complex. The information provided by
the homology groups alone may not reflect only the relevant features.

Persistent homology [16] allows one to study robust topological features in a
filtration – a nested sequence of spaces X1, . . . , Xn:

X1 X2 . . . Xn. (1.1)

Applied to the choices above, this is a natural setting for when varying the
parameter in the geometric construction results in a nested sequence of spaces.
Then, we are freed from the need to choose the parameter value. Of course,
persistent homology can be applied to a wide variety of inputs where a filtration
can be obtained.

From the above diagram, we compute the diagram of K-vector spaces and
maps induced by homology

HqpX1q . . . HqpXnq
Hqpι1q Hqpιn´1q

(1.2)

called the persistent homology of the filtration. Here, ιi are the inclusion maps
and Hqpιiq the induced linear maps of homology vector spaces.

A standard structure theorem shows that we can decompose the above per-
sistent homology module into the so-called interval modules. Each interval then
tracks the life of a homology generator through the filtration, together with its
birth and death indices. This allows us to distinguish between topological fea-
tures likely to have been created by noise, and those that are robust – those with
long lifespans. These information can be presented in a compact format called
the persistence diagram (PD).

Let us illustrate this with a toy example. In Fig. 1.1, we show a filtration
obtained by progressively enlarging the radii in the union of balls model of a set
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of points. At r “ 0.1, the tiny hole on the right is born, and it disappears at

r “
?

2
10 « 0.1414. Then, at radius value r « 0.2588, the big central hole is born,

and lasts until r « 0.9526.

r ≈ 0

⊂

r = 0.1

⊂

r =
√
2

10

⊂

r ≈ 0.2588

⊂

r = 0.5

⊂ . . .

Figure 1.1: A filtration

(0.1, 0.1414)

(0.2588, 0.9526)

b

d

Figure 1.2: Dimension 1 persistence diagrams of the filtration in Fig. 1.1. The
persistence diagram separates features into “noisy” features and robust features
according to their distances from the diagonal.

The filtration has dimension 1 persistence diagram given in Fig. 1.2. Note
that it consists of the persistence intervals r0.1, 0.1414q and r0.2588, 0.9526q,
corresponding to a short-lived and a persistent feature, respectively. In this
easy case, the PD analysis is not really necessary as a visual check suffices for
distinguishing between persistent and small-scale features. However, for very
complicated or high-dimensional data sets, the computation of the PDs, which
can be done by a computer, allows one to automate the detection of persistent
features.

Under certain conditions, it can be shown that what we get is a descriptor
that is stable [11, 13] under small perturbations of the input data – an essential
feature for a data analysis tool. Applied to data, the power of the persistent
homology analysis comes from being able to measure the presence, scale, and
robustness of certain topological features. For example, persistent homology has
been applied to protein structural analysis [22] and amorphous glass [33, 34].

However, there may be other settings where a persistence analysis may pro-
vide insights into the input data. For example, suppose instead that we have
spacesX1, . . . , XT with no natural filtration structure. An example of this is time
series data describing the dynamics of some system. To extract the topological
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features that persist through time, form the diagram of spaces

X1 X1 YX2 X2 . . . XT´1 YXT XT

which we call a zigzag complex. Here, the arrows between the spaces represent
inclusion maps. We then study the resulting diagram of homology vector spaces
and linear maps induced from inclusions

HqpX1q HqpX1 YX2q . . . HqpXT´1 YXT q HqpXT q,

which is called the (zigzag) persistent homology of the zigzag complex. The
theory of zigzag persistence can be found in [7].

Another example is a multifiltration which is a set of spaces nested in two or
more “dimensions” or “axes”. We illustrate a multifiltration of dimension 2:

...
...

... . .
.

X1,3 . . . . . . . . .

X1,2 X2,2 . . . . . .

X1,1 X2,1 X3,1 . . .

with corresponding persistent homology of the multifiltration

...
...

... . .
.

HqpX1,3q . . . . . . . . .

HqpX1,2q HqpX2,2q . . . . . .

HqpX1,1q HqpX2,1q HqpX3,1q . . .

where the linear maps are induced from the inclusions.
The persistent homology of multifiltrations was treated in the theory of mul-

tidimensional persistence [8]. There are algebraic difficulties in this direction,
so the classical persistence analysis cannot be generalized to this case without
modifications. One observation in [8] is that there is no complete discrete invari-
ant that can parametrize all the indecomposable multidimensional persistence
modules.

An insight of Carlsson and de Silva in the paper [7] is that the algebraic
foundations of the persistent homology of filtrations can be rephrased in terms of
representations of quivers. In this work, a quiver is a finite acyclic and connected
directed graph, and a representation of a quiver is a finite-dimensional K-vector
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space for each vertex and a K-linear map between corresponding spaces for every
arrow in the quiver. Immediately, it can be seen that the persistent homology
of a filtration (Diagram (1.2)) is a representation of the quiver:

~An “ ˝ ˝ ˝ . . . ˝
1 2 3 n .

Once the link to the representation theory of quivers was established, it is easy to
consider more general indexing quivers for diagrams of homology vector spaces.
For example, the persistent homology of zigzag complexes and multifiltrations
can be viewed as representations over the appropriate underlying quivers.

Historically, the link to the representation theory of quivers was not used in
the original formulation of the algebraic basis of persistent homology. Rather,
the persistent homology of a filtration was first recognized as a graded module
over a graded polynomial ring. However, this point of view may be difficult to
generalize. For example, it is not immediately clear how to handle arrows that
point in different directions.

As another consequence of this change of perspective, the term persistence
module can now be understood more generally. Persistence modules were orig-
inally defined [37] to mean what we now recognize to be nothing but represen-
tations of some quiver. While we prefer the use of the term representation, we
follow this convention.

The consideration of a general theory for persistent homology is not just out
of a desire for beautiful abstractions. Our use of the representation theory of
quivers is also motivated by a practical example.

In the study [33], data consisting of the 3D locations of the atoms, and their
radii, of an atomic configuration of amorphous glass was obtained by molecular
dynamics simulation. To an atomic configuration is associated its shape by the
union of balls model. To study its persistent features, we construct the union of
balls filtration obtained by progressively increasing the radii of the balls.

However, the union of balls model is challenging to treat computationally.
Instead, we construct the weighted alpha complex filtration [15] of the atomic
configuration and compute its persistent homology. The weighted alpha complex
has underlying topological space homotopy equivalent to the union of balls space
[15]. Thus, by studying the persistent homology of the weighted alpha complex
filtration, we can extract information about the persistent topological features
in the union of balls filtration.

The PDs of the dimension 1 persistent homology of the weighted alpha com-
plex filtrations contain certain regions which clarifies some of the geometric struc-
ture of glass. We display a rough sketch of one such PD in Fig. 1.3a. Here, we
cluster the persistence intervals – usually drawn as points on the plane – into re-
gions and curves. In particular, the presence of the vertical region CP in the PDs
represents an important medium-range order in the atomic structure of glass.

Then, a simulation of isotropic pressurization on the amorphous glass was
performed. The resulting atomic configuration has a PD that looks very similar
to that of the point cloud before pressurization. For comparison, we display the
before-and-after PDs in Fig. 1.3.
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Let X be the weighted alpha complex filtration of the atomic configuration
before pressurization, and Y , after pressurization. In the PDs in Fig. 1.3, the
persistence intervals in CP are characterized by having birth b ď r and death
d ą s, for some fixed numbers r, s. Equivalently, CP contains features that are
persistent in the two-step persistence modules

HqpXrq HqpXsq
Hqpιq

and HqpYrq HqpYsq
Hqpιq

.

s

r

CP

b

d

(a) PD of H1pXq. X is the weighted
alpha complex filtration before pressur-
ization.

s

r

CP

b

d

(b) PD of H1pY q. Y is the weighted al-
pha complex filtration after pressuriza-
tion. Shifts in curves after pressuriza-
tion are exaggerated.

Figure 1.3: Rough sketches of persistence diagrams of amorphous glass, showing
characteristic curves and the band region. The primary curve Cp is important.

So far, we have only used the persistent homology of filtrations. However,
from only the presence of the region CP in the PDs before and after the simu-
lation of pressurization, we cannot conclude that the topological features giving
rise to CP are preserved. It is possible that the features are broken by the pres-
surization, and coincidentally new and unrelated persistent features described
by a similar vertical region are created. To check this, we need to consider the
simultaneously robust and common features.

The tool that we propose for studying simultaneously robust and common
features is the diagram of spaces

X :

Xs Xs Y Ys Ys

Xr Xr Y Yr Yr

(1.3)

from which we compute the diagram

HqpXq :

HqpXsq HqpXs Y Ysq HqpYsq

HqpXrq HqpXr Y Yrq HqpYrq

(1.4)
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of homology K-vector spaces and linear maps induced from the inclusions. The
left and right sides of HqpXq in Diagram (1.4) give features persistent in X and
Y , respectively. Horizontally, we get features that are common between X and
Y . Clearly, HqpXq is a representation of the quiver

L3pfbq :

˝ ˝ ˝

˝ ˝ ˝

. (1.5)

The questions now are, can we decompose the persistent homology HqpXq
in manner a similar to the persistent homology of filtrations, and what are the
analogues for the “interval modules” – the building blocks for persistent homol-
ogy?

Using the language of representation theory, the decomposition is given by a
Krull-Schmidt theorem, and the analogues to interval modules are the indecom-
posable representations. In the above example, the indecomposable summands
of HqpXq isomorphic to

K K K

K K K

1 1

1

1 1

1

1 (1.6)

give the simultaneously robust and common features.

More than studying just the indecomposable summands isomorphic to Eq.
(1.6), we give an extension of the definition of persistence diagrams. For this, it
is convenient if there were only a finite number of isomorphism classes of inde-
composables. A quiver is said to be representation-finite if the number of isomor-
phism classes of its indecomposable representations is finite. It is representation-
infinite otherwise. In the representation-finite case, the persistence diagram is a
complete finite discrete invariant which we can use to classify and analyze the
persistence modules.

For our purposes, however, it is not enough to consider only quivers and
their representations. It turns out that in many cases the whole representation
category is too complicated. One known result in this direction is the following.

Theorem 1.0.1 (Gabriel’s Theorem [21]). A connected quiver is representation-
finite if and only if its underlying graph is one of the ADE Dynkin diagrams:
An, Dn, E6, E7, E8.

The quivers with underlying graph An underlie the persistent homology of
filtrations and zigzag complexes. The exact forms of the diagrams Dn, E6, E7,
E8 are not important here. What we need to know is that the underlying graph
of the quiver L3pfbq is not part of this list. At first glance it seems our study of
Diagram (1.4) will be very complicated.

However, there is extra information in Diagram (1.4) that so far we have not
used; it is in fact a commutative diagram. This leads us to consider the commu-
tative ladders, which are simply the ladder quivers bound by commutativity, and
more generally, quivers bound by relations. See Definition 2.1 for the definition
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of the commutative ladders CLnpτq. In particular, L3pfbq in Diagram (1.5) with
the commutativity relations is CL3pfbq, and Diagram (1.4) is a representation
of CL3pfbq.

Note that Theorem 1.0.1 does not say anything about quivers bound by
relations. We have the following theorem.

Theorem 1.0.2 (cf. [17, 26]). Let τ be an arbitrary orientation of length n.
The commutative ladder quiver CLnpτq is representation-finite if n ď 4 and
representation-infinite if n ą 4.

We prove the representation-finite part of this theorem via computation of the
so-called Auslander-Reiten quivers. An advantage of this technique is that we get
lists of the indecomposable representations of CLnpτq for n ď 4 via the knitting
of the Auslander-Reiten quivers. Moreover, we show that the Auslander-Reiten
quiver of ~An is related to the persistence diagrams of the persistent homology of
filtrations. By this relationship, we generalize the definition of persistence dia-
grams. In the representation-finite commutative ladder case, we propose meth-
ods for interpreting our generalized persistence diagrams.

While a different proof for Theorem 1.0.2 can be provided via the main
theorem of [26] about representation-finite triangular matrix algebras, we adopt
the proof strategy of computing the Auslander-Reiten quivers because of the
advantages above. Nevertheless, we provide a brief discussion of this link to
triangular matrix algebras.

Let us take a step back and take the general point of view from the start
of the process. Motivated by the quiver-theoretic point of view, we consider
diagrams of (simplicial) complexes indexed by a quiver, which we call quiver
complexes (Definition 2.2). For example, a filtration is simply a quiver complex
over ~An, and the Diagram (1.3) is a quiver complex over the quiver L3pfbq. In
Definition 2.3, we give a definition of the persistent homology HqpXq of a quiver
complex X which generalizes the persistent homology of a filtration.

The persistent homology HqpXq of a quiver complex is a representation of
a bound quiver, and thus has an indecomposable decomposition, unique up to
isomorphism:

HqpXq –
à

rIsPΓ0

ImrIs , (1.7)

where Γ0 is the set of isomorphism classes of indecomposable representations
of the underlying bound quiver (and in fact is equal to the set of vertices of
its Auslander-Reiten quiver). In the case that the underlying bound quiver is
~An, Eq. (1.7) gives the decomposition of persistent homology into the intervals.
Generally, in some representation-finite case, for example CLnpτq with n ď 4,
Eq. (1.7) gives a finite set of numbers mrIs that characterizes HqpXq up to iso-
morphism.

For applications, it is essential to have algorithms. First, the computation
of HqpXq can be done by combining known methods into our quiver-theoretic
perspective. The computation of homology groups is classical. Applied to each
vertex i, we can compute the homology K-vector space HqpXiq of the complex
Xi. For each arrow α : iÑ j in Q1, the computation of the map Hqpιq induced
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from inclusion is simply linear algebra. This involves writing the chosen basis of
HqpXiq in terms of the basis of HqpXjq.

To decrease the size of the computation above, we use discrete Morse theory
to replace the input quiver complex X by another quiver complex A with the
property that HqpAq – HqpXq. The quiver complex A is called the Morse quiver
complex of X induced by an acyclic matching of X. In general, A will be smaller
in size compared to X, so that the computation of HqpAq will hopefully be less
costly. This process of using discrete Morse theory to replace X by a smaller
quiver complex with isomorphic persistent homology is called Morse reduction.

Discrete Morse theory [20] has been developed as a discrete analogue of Morse
theory, with discrete versions of Morse functions and vector fields. A link to the
formulation in terms of acyclic matchings is provided in the paper [10]. This
combinatorial point of view has been used effectively for efficient computations
of the persistent homology of filtrations [30] by Mischaikow and Nanda. We
extend these ideas to the quiver complex case.

There are also papers approaching Morse theory from an algebraic point
of view [25, 36], where the acyclic matchings are defined on the level of chain
complexes. However, we do not use this here.

For the second computational part, we focus on computing indecomposable
decompositions only for representations of the representation-finite commutative
ladder quivers. We shall see that by computing an indecomposable decomposi-
tion of a representation, we also get its persistence diagram.

Now, the computation of indecomposable decompositions of modules over al-
gebras is a well-researched field [12, 27]. Let A be a finite-dimensional K-algebra.
One fact that follows from a result in [12] is that, given a module M P modA,
there is a polynomial time algorithm for computing an indecomposable decom-
position of M . While the general case is phrased in terms of modules, a link to
representations of bound quivers is provided by Theorem 2.3.1. To summarize
it here, there is an equivalence between the categories of representations of a
bound quiver and of modules over a certain K-algebra. Thus, a representation
can be viewed as a module and the preexisting algorithms can be applied.

We do not use these general methods. Instead, we give a rough sketch of the
algorithm in [17] for computing an indecomposable decomposition of a repre-
sentation V of CL3pfbq. The algorithm involves only elementary linear algebra
via changes of bases, in order to get direct sum decompositions. The general
strategy of the algorithm can be applied to derive similar algorithms for CLnpτq
with n ď 3.

We also provide another alternative. It is possible to take advantage of the
specific structure of the commutative ladder quivers to obtain algorithms. In
particular, the structure of representations of CLnpτq lends itself very well to a
reformulation as matrix problems in the sense of [35]. This connection is explored
in the final chapter.
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1.1 Overview of contributions

The main contributions of this thesis are the following. In Subsection 2.4.1, we
provide our definition of quiver complexes and their persistent homology.

1. We use discrete Morse theory to show that given a quiver complex X, it
is associated to a Morse quiver complex A by an acyclic matching of X.
Moreover, we show that HqpXq – HqpAq, in Theorem 3.2.4. (Section 3.2)

2. For use in computations, we also provide an algorithm for computation
of a Morse quiver complex A of an input quiver complex X, by modifi-
cation of the known algorithm for computing an acyclic matching. Our
computational strategy is enabled by Lemma 3.3.4. (Section 3.3)

3. We prove the representation-finite part of Theorem 1.0.2 above by compu-
tation of the relevant Auslander-Reiten quivers. (Section 4.2)

4. We show that the representation category repCLnpτq is equivalent to modT2pKAnpτqq.
From this we show that Theorem 1.0.2 follows from the main theorem of
[26]. (Subsection 4.2.2)

In spite of the proof using [26], we argue that our use of the Auslander-Reiten
quivers is valuable, because of next two contributions.

5. By using the Auslander-Reiten quivers, we generalize the definition of per-
sistence diagrams to the representations of any representation-finite bound
quiver. (Subsection 4.3.1)

6. Moreover, we give examples of ways to interpret the persistence diagrams
of representations of CLnpτq with n ď 4, in the context of input data. One
example is given by the application to amorphous glass. (Subsection 4.3.3)

7. We provide an algorithm to compute indecomposable decompositions of
representations of CL3pfbq. (Section 4.4)

8. In Chapter 5, we link the representation theory of CLnpτq to so-called
matrix problems, and show that this may provide a more elegant algorithm
for computing indecomposable decompositions. This is an upcoming work.

This thesis primarily takes its results the author’s works [17, 18, 19]. How-
ever, at places the treatment may vary with slightly different proof strategies and
improved exposition. As discussed in the introduction, the work [33] provides
one motivation for considering the commutative ladder quivers.

1.2 Organization

In Chapter 2, we review some basic facts and definitions used throughout this
work. We start by defining some basic terms from category theory and homolog-
ical algebra. Then, we move to geometric/combinatorial models in Section 2.2.
For generalizing persistent homology, we introduce the concept of quivers and



Chapter 1. Introduction 11

their representations in Section 2.3, which naturally leads to modules over alge-
bras, reviewed in Section 2.5. We place Section 2.4 on persistent homology right
after the section on quivers to take advantage of the quiver-theoretic point of
view.

In Chapter 3, we discuss Morse reductions for quiver complexes. Our main
theorem appears in Section 3.2. In Section 3.1 we provide a quick review of
known results that we need for building up to our theorem. In Section 3.3, we
provide an algorithm for computing an acyclic matching of a quiver complex,
and its resulting Morse quiver complex.

In Chapter 4, we study the representation theory of quivers and its appli-
cations in persistence theory. In Section 4.1, we review the necessary algebraic
background in the representation theory. In Section 4.2, we discuss the repre-
sentation theory of the commutative ladders quivers and the computation of the
Auslander-Reiten quivers of the finite-type commutative ladder quivers. Sec-
tion 4.3 focuses on applications of the theoretical results derived in Sections 4.1
and 4.2 to topological data analysis. We place the algorithm for computing an
indecomposable decomposition of a representation of CL3pfbq in Section 4.4.

In Chapter 5, we provide a link from representations of the commutative
ladders to matrix problems.

An index of terms is also provided.





Chapter 2

Background

The algebraic structure of persistent homology was first described using graded
modules over a polynomial ring. However, to provide a generalizable definition
of persistent homology, we use the point of view of quiver representations. This
motivates our use of the representation theory of quivers and K-algebras, where
K is a field. To build all this algebraic machinery, we first review some basic
terminology.

2.1 Basic terminology

2.1.1 Some category theory

We provide definitions for some of the less commonly used terms from category
theory that we need. The reader is assumed to be familiar with the basic cat-
egory theoretic notions of categories and subcategories, functors, equivalences
and dualities, direct sums (coproducts) and zero objects. For more details, see
[28] or the Appendix of [2].

Let C be a category, with class of objects ObC. For each pair of objects
X,Y , HomCpX,Y q is the set of morphisms from X to Y . We shall use the
notation X P ObC, or even X P C, to mean that X is an object of C. Moreover,
we write f : X Ñ Y to denote f P HomCpX,Y q.

Let K be a field. A K-category C is a category such that for every X,Y P
ObC, HomCpX,Y q has K-vector space structure and the composition ˝ of mor-
phisms is K-bilinear. A K-category is said to be additive if for any finite set
X1, . . . , Xn of objects, there exists a direct sum X1 ‘ . . .‘Xn in C.

A covariant functor F : C Ñ D is said to be K-linear if F preserves direct
sums, and for each X,Y P ObC, the map

FXY : HomCpX,Y q Ñ HomDpF pXq, F pY qq

defined by FXY pfq “ F pfq is a K-linear map of K-vector spaces. If C and D
are K-categories, we simply say that F : C Ñ D is a functor where we mean
K-linear functor.

Let C be a K-category. The arrow category of C, denoted arrpCq, is the
K-category defined as follows. The objects of arrpCq are morphisms pf : X Ñ

13
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Y q P HomCpX,Y q for any X,Y in ObC. The morphisms from pf : X Ñ Y q
to pg : M Ñ Nq in arrC consist of pairs of morphisms φ1 P HomCpX,Mq,
φ2 P HomCpY,Nq such that the diagram

X Y

M N

f

φ1 φ2

g

is commutative. We denote this morphism by pφ1, φ2q : f Ñ g. The composition
of morphisms in arrpCq is defined by the following. For pφ1, φ2q : f Ñ g, pψ1, ψ2q :
g Ñ h, define

pψ1, ψ2q ˝ pφ1, φ2q “ pψ1φ1, ψ2φ2q : f Ñ h.

The K-vector space structure of the morphisms is defined in the obvious way:
for pφ1, φ2q, pψ1, ψ2q : f Ñ g and k P K, pψ1, ψ2q ` pφ1, φ2q “ pψ1 ` φ1, ψ2 ` φ2q

and kpφ1, φ2q “ pkφ1, kφ2q. It can be checked that if C is additive, then so is
arrpCq.

Let C be an additive K-category and I be a class of morphisms in C. Suppose
that I satisfies the following properties.

1. For every X P ObC, the zero morphism 0X : X Ñ X is in I.

2. If f, g : X Ñ Y are in I, then af ` bg is in I for any a, b P K.

3. For a diagram of objects and morphisms in C:

X Y Z,
f g

if f P I or g P I, then gf P I.

Then we say that I is a two-sided ideal of C. For any pair of objects X,Y P ObC,
let IpX,Y q be the collection of morphisms f : X Ñ Y in I. Clearly, this forms
a K-vector subspace of HomCpX,Y q. The quotient category C{I is the category
with objects the same as in C, and morphisms

HomC{IpX,Y q “ HomCpX,Y q{IpX,Y q.

The quotient category C{I is also an additive K-category.

2.1.2 Algebras and modules

Let K be a field. A K-algebra A is a ring with identity A which is simultaneously
a K-vector space such that the ring multiplication and the scalar multiplication
by K satisfy

kpabq “ pkaqb “ apkbq

for all k P K and a, b P A. To be precise, the condition that the ring is simulta-
neously a K-vector space simply means that the ring pA,`, ¨, 1q has underlying
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abelian group pA,`q that is a K-vector space. We do not assume that the prod-
uct is commutative. A K-algebra is said to be finite-dimensional if its dimension
as a K-vector space is finite. We consider only finite-dimensional K-algebras.

A left ideal (right ideal) of a K-algebra A is a K-vector subspace I of A such
that ax P I (xa P I) for all x P I, a P A. If I is both a left and right ideal of A,
it is said to be a two-sided ideal of A.

A left A-module is a K-vector space M together with a left multiplication by
A, λ : AˆM ÑM , satisfying the following conditions. For a, b P A, m,n PM ,
k P K,

1. pa` bqm “ am` bm and apm` nq “ am` an,

2. pabqm “ apbmq, kpamq “ pkaqm “ apkmq

3. 1m “ m,

where we write λpa,mq “ am, in the more familiar left multiplication notation.
As notation, we write AM to indicate that M is a left A-module. A morphism
of A-modules is a K-vector space morphism f : M Ñ N such that fpamq “
afpmq for all a P A, m P M . The K-category of left A-modules is denoted
ModA. This category is additive, and in fact is an Abelian K-category. The
full subcategory of finitely generated A-modules is denoted by modA. Since
A is finite-dimensional, modA is the same as the full subcategory of finite-
dimensional A-modules. Moreover, the category modA has the Krull-Schmidt
property.

Proposition 2.1.1 (Krull-Schmidt Theorem). Let A be a finite-dimensional
K-algebra. Suppose that M P modA.

1. M has an indecomposable decomposition M “M1‘ . . .‘Ms where Mi are
indecomposable for all i P t1, . . . , su.

2. If

M “M1 ‘ . . .‘Ms “ N1 ‘ . . .‘Nt

with Mi, Nj indecomposable for i P t1, . . . , su and j P t1, . . . , tu. Then,
s “ t and there is a permutation σ of t1, . . . , su such that Mi – Nσpiq for
all i P t1, . . . , su.

2.1.3 Chain complexes

Let us review chain complexes of modules and their homologies. We refer the
reader to the book [29], for example, for more details on homological algebra.
This general point of view provides a convenient way to encapsulate the homology
of simplicial complexes and even the persistent homology of quiver complexes,
which we shall explain later.

Let K be a field, and A be a finite-dimensional K-algebra. A chain com-
plex over modA is a sequence of A-modules tCquqPZ in modA, together with
morphisms Bq : Cq Ñ Cq´1 such that BqBq`1 “ 0 for every q. A chain complex
is denoted by pCq, Bqq. In this work, we consider only chain complexes with
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Cq “ 0 for all q ă 0. A chain map between two chain complexes C “ pCq, Bqq,
D “ pDq, B

1
qq is a sequence of A-module morphisms φq : Cq Ñ Dq, for q P Z, so

that

Cq Cq´1

Dq Dq´1

φq

Bq

φq´1

B1q

commutes for every q P Z.

The homology HpCq of a chain complex C “ pCq, Bqq is the collection of
A-modules

HqpCq “ Ker Bq{ Im Bq`1

for q P Z. For a fixed q P Z, HqpCq is called the qth homology module of C.

Moreover, if φ : C Ñ D is a chain map, then φ induces a morphism of
A-modules

Hqpφq : HqpCq Ñ HqpDq

via z` Im Bq`1 ÞÑ φqz` Im B1q`1, for z P Ker Bq. Note that B1qφqz “ φq´1Bqz “ 0,
so that φqz is indeed in Ker B1q. Moreover, if z´ z1 P Im Bq`1, then z´ z1 “ Bq`1b
for some b so that φqpz ´ z

1q “ φqBq`1b “ B
1
q`1φq`1b P Im B1q`1.

Let C “ pCq, Bqq and D “ pDq, B
1
qq be two chain complexes, and θ “ pθq :

Cq Ñ Dq`1q be a sequence of morphisms in modA. Define the morphisms

hq “ θq´1Bq ` B
1
q`1θq : Cq Ñ Dq. (2.1)

Then, h “ thqu is a chain map from C to D. To show that h : C Ñ D is a chain
map, it suffices to check that for every q, B1qhq “ hq´1Bq. We have

B1qhq “ B1qθq´1Bq ` B
1
qB
1
q`1θq

“ B1qθq´1Bq

“ θq´2Bq´1Bq ` B
1
qθq´1Bq

“ pθq´2Bq´1 ` B
1
qθq´1qBq

“ hq´1Bq.

Any chain map h : C Ñ D satisfying Eq. (2.1) for some θ is said to be homotopic
to 0 via the homotopy θ, denoted h „ 0.

Let us show the following property of chain maps homotopic to 0. Let C “
pCq, Bqq, D “ pDq, B

1
qq, and E “ pEq, B

2
q q. If

B C D E
g h f

is a sequence of chain maps with h „ 0, then fh „ 0 and hg „ 0. We have
hq “ θq´1Bq ` B

1
q`1θq so that

fqhq “ fqθq´1Bq ` fqB
1
q`1θq

“ fqθq´1Bq ` B
2
q`1fq`1θq

“ pfqθq´1qBq ` B
2
q`1pfq`1θqq
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for every q. This shows that fh „ 0 via θ1 “ tθ1q “ fq`1θqu. A similar argument
shows that hg „ 0.

Now, two chain maps f, g : C Ñ D are said to be homotopic via the homotopy
θ, denoted f „ g, if f ´ g „ 0 with

fq ´ gq “ θq´1Bq ` B
1
q`1θq

for every q, for some collection of morphisms θ “ pθq : Cq Ñ Dq`1q. By the
above property of chain maps homotopic to 0, it can be checked that given a
diagram

B C D E
g h1

h2

f

of chain complexes and chain maps with h1 „ h2, then fh1 „ fh2 and h1g „ h2g.
Finally, if f, g : C Ñ D and f „ g, then Hqpfq “ Hqpgq. This follows from

definition, for:

Hqpfqpz ` Im Bq`1q “ fqz ` Im B1q`1

“ gqz ` θq´1Bqz ` B
1
q`1θqz ` Im B1q`1

“ gqz ` Im B1q`1

“ Hqpgqpz ` Im Bq`1q

for all pz`Im Bq`1q P HqpCq. The following lemma follows from this observation.

Lemma 2.1.2. Let C, D be chain complexes. If there exists chain maps f :
C Ñ D and g : D Ñ C such that fg „ 1D and gf „ 1C , then HqpCq – HqpDq
for every q P Z.

In the case where f : C Ñ D satisfies the hypothesis of the lemma above,
we say that f : C Ñ D is a chain equivalence, and that C and D are chain
equivalent , denoted C „ D.

Lemma 2.1.3. Suppose that B, C, and D are chain complexes. If B „ C and
C „ D, then B „ D.

Proof. We have a diagram of complexes B C D
g1 h1

g2 h2
with g2g1 „ 1B,

g1g2 „ 1C and h2h1 „ 1C , h1h2 „ 1D. By the above discussion,

pg2h2qph1g1q “ g2ph2h1qg1 „ g2g1 „ 1B

and
ph1g1qpg2h2q “ h1pg1g2qh2 „ h1h2 „ 1D

so that B „ D.

2.2 Combinatorial models

To fully explain the motivation of persistent homology in terms of topological
data analysis, it is necessary to discuss the objects whose homology groups we
are interested in. For a background in homology groups applied to topology, we
refer the reader to the books [23, 32], for example.
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2.2.1 Complexes

As before, let K be a field. A complex is a pair pX,κq of a set X of elements
called cells and an incidence map κ : X ˆ X Ñ K. The set of cells X is a
disjoint union X “

Ů

qě0Xq. If σ P Xq we say that σ has dimension q, denoted
dimσ “ q and that σ is a q-cell. An incidence map is a map κ : X ˆ X Ñ K
that satisfies the following properties. If κpσ, τq ‰ 0, then dimσ “ dim τ ` 1,
and for ρ, τ P X,

ÿ

σPX

κpρ, σqκpσ, τq “ 0.

Here, we only consider complexes with X finite. Where it does not cause any
confusion, we suppress writing κ and just write X for a complex pX,κq.

Given a complex X, its q-th chain group is

CqpXq “

$

&

%

ÿ

σPXq

cσσ

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

cσ P K

,

.

-

“ KXq,

the free K-module generated by Xq. Since K is a field, this is nothing but the
K-vector space generated by Xq.

Define the boundary maps Bq : CqpXq Ñ Cq´1pXq, q ě 1 by linear extension
of

Bqσ “
ÿ

τPX

κpσ, τqτ

for σ P Xq. Note that due to the requirement on κ, any τ that contributes a
nonzero κpσ, τqτ in the summation above will necessarily be in Xq´1 so that
Bqσ P Cq´1pXq. The second requirement on κ shows that Bq´1Bq “ 0 for all
q ě 1, where B0 : C0pXq Ñ 0 is defined to be the 0 morphism. Thus, CpXq “
pCqpXq, Bqq defines a chain complex over modK, which we call the chain complex
of the complex pX,κq. From the general construction in the previous section, we
get the homologyK-modules of pX,κq byHqpXq “ HqpCpXqq “ Ker Bq{ Im Bq`1.

Define the face relation ă on the cells of pX,κq by transitive extension of the
relation ăκ defined by τ ăκ σ if and only if κpσ, τq ‰ 0. If τ ăκ σ, we say that
τ is a boundary face of σ. If τ ă σ, then τ is a face of σ.

A subcomplex of a complex pX,κq is another complex pX 1, κ1q such that
X 1q Ă Xq for all q ě 0, κ1 “ κ|X 1ˆX 1 , and for every σ P X 1 and τ P X, if
κpσ, τq ‰ 0 then τ P X 1. The last condition is equivalent to requiring that the
face of any cell in X 1 is also a cell in X 1.

We have the following important lemma.

Lemma 2.2.1. Let pX 1, κ1q be a subcomplex of pX,κq. The map ι : pCqpX
1q, B1qq ãÑ

pCqpXq, Bqq induced from the inclusion is a chain map.

Proof. We check the commutativity of

CqpX
1q Cq´1pX

1q

CqpXq Cq´1pXq

B1q

Bq
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for every q ě 0. It suffices to show this for any σ P X 1q, where

ιB1qpσq “ ι
ř

τPX 1
κ1pσ, τqτ

“
ř

τPX

κpσ, τqτ

“ Bqιpσq.

The above equalities can be verified by the following reasoning. Since X 1 is a
subcomplex of X and σ P X 1, any τ P X with κpσ, τq ‰ 0 is in X 1. Then, for
any σ, τ P X 1, κpσ, τq “ κ1pσ, τq.

As a consequence, we have the induced map Hqpιq : HqpX
1q Ñ HqpXq of

homology modules, for each q ě 0.

2.2.2 Simplicial complexes

Let V be a finite set of vertices. An abstract simplicial complex on V is a set S
of nonempty subsets of V such that

1. s P S implies any nonempty t Ă s is also in S and,

2. for every v P V , tvu P S.

An s P S is a q-simplex if the cardinality |s| of s is equal to q`1. In this case, the
dimension of s is defined to be q, denoted dim s “ q. The dimension of the ab-
stract simplicial complex S is defined to be dimS “ maxsPS dim s. Throughout
this work, we shall drop the adjective abstract for simplicial complexes.

Let q ě 0. The q-skeleton of a simplicial complex S is the simplicial complex

Sq “ ts P S | dim s ď qu.

A simplicial subcomplex S1 of a simplicial complex S on vertices V is a simplicial
complex S1 on V 1 Ă V such that S1 Ă S as sets. If S1 is a simplicial subcomplex
of S, we write S1 Ă S. Clearly, the skeletons of S are all simplicial subcomplexes
of S with the same vertices.

An abstract simplicial complex as defined above is a purely combinatorial
structure, but often we give it a geometric interpretation. For example, let
V “ tv0, v1, v2, v3u, with

S “

"

tv0u, tv1u, tv2u, tv3u,
tv0, v1u, tv1, v2u, tv0, v2u, tv2, v3u, tv0, v1, v2u

*

.

The simplicial complex S can be thought of as an abstraction of the combinato-
rial (connectivity) information of the vertices, edges, and faces of the geometric
object given in Fig. 2.1. For example, the 1-simplex tv0, v1u is identified with
the edge e0 between v0 and v1.

For more information concerning the relationship between abstract simpli-
cial complexes and topological spaces, we refer the reader to [23]. We shall be
constructing abstract simplicial complexes with vertex set V Ă Rn. Then, the
geometric interpretation is fairly straightforward.
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e0

e1e2

e3

v0 v1

v2
v3

f

Figure 2.1: A simplicial complex

One may think of abstract simplicial complexes as a higher-dimensional gen-
eralization of graphs. Any finite graph may be thought of as a one-dimensional
simplicial complex containing a 1-simplex tv, v1u if and only if there is an edge
between vertices v and v1.

A different construction of a simplicial complex from a graph is the following.
Let G be a graph with vertices G0. The so-called clique complex of G is the
abstract simplicial complex S with vertex set G0, and a subset tv0, . . . , vqu of G0

is a q-simplex of the clique complex if and only if the full subgraph of G spanned
by the vertices v0, . . . , vq is the complete graph on q ` 1 vertices. Equivalently,
the clique complex of G is largest simplicial complex with 1-skeleton G.

Next, let us prepare to define the chain complex and thus the homology
modules of a simplicial complex. First, we recall the definition of an orientation
of a simplex. With this construction, we will see later that any simplicial complex
can be viewed as a complex as we have defined in the previous section.

Let s “ tv0, . . . , vqu be a q-simplex in S. We define an equivalence relation on
the set of total orderings of t0, . . . , qu by setting two orderings to be equivalent
if they differ by an even permutation. An equivalence class of orderings under
this relation is called an orientation of the simplex s.

An oriented q-simplex is a q-simplex s P S together with an orientation of s.
We write σ “ rv0, . . . , vqs to denote the simplex s together with the equivalence
class of the total ordering 0 ă . . . ă q. Note that for every q-simplex s with
q ě 1, there are two oriented q-simplices with underlying q-simplex s: rv0, . . . , vqs
and rvτp0q, . . . , vτpqqs for any odd permutation τ of t0, . . . , qu.

The q-th chain group of S, denoted CqpSq, is defined to be the K-module
(K-vector space) generated freely by the oriented q-simplices of S, modulo the
relations

rv0, . . . , vqs “ sgnpτqrvτp0q, . . . , vτpqqs

for all q-simplices s “ tv0, . . . , vqu and where τ is any permutation of t0, . . . , qu.
Here, sgnpτq is sign of the permutation τ and is equal to 1 for τ even and ´1 for
τ odd. The elements of CqpSq are formal sums

x “
ÿ

ciσi

modulo the relations given above, where ci P K and σi are oriented q-simplices.
The boundary maps Bq : CqpSq Ñ Cq´1pSq are defined by linearly extending:

Bqσ “ Bqrv0, . . . , vqs “

q
ÿ

i“0

p´1qirv0, . . . , v̂i, . . . , vqs
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for oriented q-simplices σ. In the above formula, v̂i means to exclude the vertex
vi; this gives Bqσ P Cq´1pSq. The above formula is valid for q ě 1. For q “ 0, we
simply have B0 “ 0 : C0pSq Ñ 0.

Then, CqpSq together with Bq for q ě 0 defines a chain complex over modK.
Checking that B2 “ 0 follows by straightforward computation. We obtain the
homology K-vector spaces of S, HqpSq “ Ker Bq{ Im Bq`1, for q ě 0.

The following facts are important for discussing persistent homology. If S1

is a simplicial subcomplex of S, then CqpS
1q is a K-vector subspace of CqpSq,

with an inclusion map ιq : CqpS
1q Ñ CqpSq for each q ě 0. It can be shown

that ι “ pιqq : CpS1q Ñ CpSq is a chain map. As before, ι induces morphisms of
K-modules

Hqpιq : HqpS
1q Ñ HqpSq

for q ě 0.
Note that an abstract simplicial complex S gives rise to a complex pX,κq.

For every q-simplex s in S, choose an orientation. Construct Xq as the set of the
chosen oriented q-simplices for q ě 0 and X “

Ů

qě0Xq. Then, κ : X ˆX Ñ R
is defined by setting κpσ, τq to be the coefficient of τ in Bqpσq for all σ, τ P X,
denoted by κpσ, τq “ xBqpσq, τy.

2.2.3 Simplicial complexes from point clouds

A point cloud is a nonempty finite set of points in Rn. For example, a point cloud
may represent a sampling of points from some unknown manifold embedded in
Rn. By the following constructions, we try to construct a simplicial complex
approximating a shape that can be inferred from the point cloud.

Let X Ă Rn be a point cloud. The Vietoris-Rips complex RεpXq with param-
eter ε is the abstract simplicial complex with vertex set X, and simplices defined
by the following. Form the graph with vertices X and edges tx0, x1u Ă X for
every x0, x1 P X with dpx0, x1q ď ε. Then RεpXq is the clique complex of this
graph. Equivalently, the simplices in RεpXq are given by nonempty subsets of X
with diameter less than ε. The ε parameter acts as a “sensitivity” or “resolution”
parameter.

The Čech complex ČεpXq is defined by creating balls with radius ε{2 at each
point of X, and checking intersections. That is, a simplex tx0, . . . , xqu is defined
to be in ČεpXq if and only if

q
č

i“0

B̄
´

xi,
ε

2

¯

‰ H

where B̄px, rq Ă Rn is the closed Euclidean ball of radius r and center x.
Figure 2.2 illustrates the difference between the Vietoris-Rips and the Čech

construction. Let P be the point cloud that forms the vertices of an equilateral
triangle on top of a square, as shown. Suppose that both the triangle and square
have side length 1. In R1pP q, all the edges of the triangle are present, so we fill
in the triangle face. In Č1pP q, the edges of the triangle are also present, but
since the intersection of the balls of radius 1

2 at the vertices of the triangle is
empty, the face is not filled in.
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(a) R1pP q (b) Č1pP q

(c) Union of balls with radius
ε
2
“ 1

2
centered at the vertices

Figure 2.2: Vietoris-Rips and Čech complexes of the same point cloud.

Note that both the Vietoris-Rips and Čech complex construction satisfy the
following nesting property. For any point cloud X, and if ε ă ε1, then

RεpXq Ď Rε1pXq and ČεpXq Ď Čε1pXq.

This property is important for defining the Vietoris-Rips and Čech filtrations,
which we shall see later.

Let us give another construction. A weighted point cloud is a finite set

P “ tppi, riq | pi P Rn, ri ě 0, i “ 1, . . . , Nu.

From a weighted point cloud P , one can construct the so-called weighted alpha
complex [15]. First, we assume that P satisfies a general position assumption,
to avoid certain degeneracies. For more details, see [15].

Let ppi, riq P P . The weighted Voronoi cell of ppi, riq in P is

Vi “ tx P Rn | dpx, piq2 ´ r2
i ď dpx, pjq

2 ´ r2
j @ppj , rjq P P u.

By letting the radius vary by some parameter α, we can study the data at
different scales. For a fixed α ě ´minitr

2
i u, we define

ripαq “
b

r2
i ` α.

Note that r2
i ` α ě 0 for all α ě ´minitr

2
i u. Define the cut balls to be

Cipαq “ Vi X B̄ppi, ripαqq.

The weighted alpha shape of P at alpha value α is the union of the cut balls:

N
ď

i“1

Cipαq “
N
ď

i“1

B̄ppi, ripαqq.
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The weighted alpha complex of P at alpha value α is defined to be the nerve of
tCipαqui“1,...,N . This is the abstract simplicial complex AαpP q with vertex set

V “ tCipαq | i “ 1, . . . Nu

and set of simplices

AαpP q “

#

H ‰ s Ă V

ˇ

ˇ

ˇ

ˇ

ˇ

č

CPs

C ‰ H

+

.

Clearly, for α ă α1,

AαpP q Ď Aα1pP q.

Let us give an example of an application of weighted point clouds and
weighted alpha complexes. Suppose that the input is a weighted point cloud
P “ tppi, riqu representing an atomic configuration by its list of atoms and their
3D coordinates pi in space, and radii ri. In the introduction, this is the setting
used for our motivating example concerning amorphous glass. To give a shape
to such an atomic configuration, we use the space-filling union of balls model,
formed by taking the union of spherical balls centered at the locations of the
atoms and with corresponding radii

N
ď

i“1

B̄ppi, ripαqq.

However, the union of balls model is hard to treat computationally. Instead,
we use the weighted alpha complex, which is known [15] to have underlying
topological space homotopy equivalent to the union of balls space. In this work,
we do not define what we mean by homotopy equivalence of topological spaces,
and instead refer the reader to books on topology, for example [23]. Suffice to
say, the weighted alpha complex will have homology isomorphic to that of the
union of balls space, so that we do not lose any homological information by this
substitution. In our computations, we use the software library CGAL [9], which
has a package for efficient computation of the weighted alpha complexes in the
cases where the weighted point cloud has points in dimension n “ 2 or n “ 3.

2.3 Quivers

As explained in the introduction, persistent homology is a diagram of K-vector
spaces and K-linear maps between them. This general point of view leads one
to the theory of quiver representations, and more generally, the theory of repre-
sentations of K-algebras. We shall use this general theory to expand the scope
of persistent homology for data analysis. First, let us review the theoretical
background.
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2.3.1 Bound quivers and their representations

A quiver Q is a directed graph. Formally, it is quadruple pQ0, Q1, s, tq of a
set of vertices Q0, arrows Q1 and two maps s, t : Q1 Ñ Q0. For an arrow
α P Q1, we call spαq its source and tpαq its target. An arrow is also written as
α : spαq Ñ tpαq. The underlying undirected graph of a quiver Q is denoted Q̄;
this is the graph with edges defined by ignoring the directions of the arrows.

For any i, j P Q0, a path γ from i to j is a sequence of arrows α1, . . . , αn with
spα1q “ i, tpαnq “ j, and spαa`1q “ tpαaq for 1 ď a ă n. This path is denoted
by

γ “ pj|αn . . . α1|iq.

We can also talk about the source and target of a path, defined by spγq “ spα1q “

i and tpγq “ tpαnq “ j. The length of a path lpγq is the number of arrows in it.
Here, lpγq “ n. For every i P Q0, we define the trivial path (or stationary path)
at i, denoted by ei “ pi||iq.

The pre-concatenation of the path pj|αn . . . α1|iq by another path p`|βm . . . β1|kq
is defined as the path

p`|βm . . . β1|kq ˝ pj|αn . . . α1|iq “ p`|βm . . . β1αn . . . α1|iq

only in the case k “ j. Otherwise, the concatenation is left undefined. This
notation places sources on the right side of paths and targets on the left. We
compose paths from the left following functional notation, as we wish to think
of paths as morphisms.

We consider only finite acyclic connected quivers – that is, both Q0 and
Q1 are finite sets, there is no nontrivial path γ with spγq “ tpγq, and Q̄ is a
connected graph. In this work, unless specified otherwise the term “quiver” will
be taken to mean a finite acyclic connected quiver.

The path algebra of Q is the K-algebra KQ generated by paths of Q. The
elements of KQ are formal sums

ÿ

aγPK,
γ path in Q

aγγ,

with multiplication defined by concatenation of paths. That is, we define

p`|βm . . . β1|kqpj|αn . . . α1|iq “

"

p`|βm . . . β1αn . . . α1|iq if j “ k,
0 otherwise,

for paths and then extend K-linearly to elements of KQ. An element e of a
K-algebra is said to be idempotent if e2 “ e. Clearly, the trivial paths ei for
i P Q0 are idempotents.

The assumption that Q is finite, acyclic, and connected simplifies the theory
in many ways. Since Q is finite, KQ has identity element 1 “

ř

iPQ0
ei. Since

Q is finite and acyclic, given a pair of vertices i, j, the number of distinct paths
from i to j is finite. Moreover, ejpKQqei for i, j P Q0 treated as a K-vector
space, is the vector space of all paths from i to j. This is finite-dimensional as
a K-vector space, and thus so is KQ. See [2, Corollary II.1.11] for more details.
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A finite-dimensional representation M of a quiver Q is a set of a finite-
dimensional K-vector space Mpiq for each i P Q0, and a linear map Mpαq :
Mpiq Ñ Mpjq for every arrow α : i Ñ j in Q1. In this work, a representation
shall be taken to mean a finite-dimensional representation.

A morphism from a representation M to another, N , is a set of linear maps
fi : Mpiq Ñ Npiq, one for every i P Q0, such that for every arrow α : iÑ j, the
diagram

Mpiq Mpjq

Npiq Npjq

Mpαq

fi fj

Npαq

commutes. The category of finite-dimensional representations and their mor-
phisms is denoted by repQ.

Now, Q also defines the path algebra KQ. We shall see in a bit that there
is a very close relationship between finite-dimensional KQ-modules and finite-
dimensional representations of Q. Instead of doing this now, we first define
bound quivers and exhibit this relationship in more general terms.

Let Q be a quiver. A relation σ in Q is a sum of paths p1, . . . , pn:

σ “ a1p1 ` . . .` anpn P KQ

with ai P K such that all the paths pi have the same source and the same target.
We define the source of this relation as the common source of its paths, and its
target as the common target.

Let ρ be a finite set of relations of a quiver Q. The pair pQ, ρq is called a
bound quiver . We also say that Q is bound by relations ρ. A representation of
the bound quiver pQ, ρq is an M P repQ such that Mpσq “ 0 for every σ P ρ.
Here, Mpσq is the evaluation of M along the relation σ, defined by the following.
The evaluation of M along a path p “ pj|αm . . . α1|iq is the K-linear map

Mppq “Mpαmq . . .Mpα1q : Mpiq ÑMpjq.

The evaluation of M along the relation σ “ a1p1 ` . . . anpn is given by

Mpσq “
n
ÿ

k“1

akMppkq : Mpiq ÑMpjq.

A morphism f : M Ñ N of representations of pQ, ρq is a morphism f : M Ñ N
in reppQq. We denote the category of representations of pQ, ρq, together with
these morphisms, by reppQ, ρq.

Given an M P reppQ, ρq, a subrepresentation N Ă M of M is an N P

reppQ, ρq such that Npiq is a K-vector subspace of Mpiq for every i P Q0, and
for each arrow α : i Ñ j, the morphism Npαq : Npiq Ñ Npjq is defined by the
restriction of Mpαq to Npiq.

Given a morphism f : M Ñ N in reppQ, ρq, Ker f is the subrepresentation
of M with pKer fqpiq “ Ker fi for every vertex i P Q0. The maps pKer fqpαq
are of course given by restrictions of Mpαq for arrows α : i Ñ j. Likewise,
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pCoker fqpiq “ Coker fi and pCoker fqpαq : Ni{ Im fi Ñ Nj{ Im fj for each arrow
α : iÑ j is defined by mapping n`Im fi to Npαqpnq`Im fj . This is well-defined,
by the commutativity of Npαq with f .

Let M,N P reppQ, ρq. The direct sum of M and N is the representation
M ‘N given by pM ‘Nqpiq “Mpiq‘Npiq for every i P Q0, and pM ‘Nqpαq “
Mpαq ‘Npαq : pM ‘Nqpiq Ñ pM ‘Nqpjq for every arrow α : iÑ j, where

Mpαq ‘Npαq “
”

Mpαq 0
0 Npαq

ı

.

Suppose that M1 ĂM is a subrepresentation such that there exists another
subrepresentation M2 Ă M with Mpiq “ M1piq ‘M2piq as K-vector spaces, for
each i P Q0. Then, M is said to be an internal direct sum of M1 and M2, denoted
by M “M1 ‘M2. A representation M of pQ, ρq is said to be indecomposable if
M “M 1 ‘M2 implies that M 1 “ 0 or M2 “ 0.

The dimension vector of M , denoted by dimM , is the function

dimM : Q0 Ñ N0

i ÞÑ dimMpiq,

where N0 “ t0, 1, 2, . . .u. We shall display dimension vectors in a form that
suggests the shape of the underlying quiver. For example, the dimension vector
of the representation

K K K

0 K 0

1 1

1

of the quiver in Diagram (2.4) is written as 1 1 1
0 1 0 .

Let pQ, ρq be a bound quiver. Then, ρ generates a two-sided ideal I “ xρy
of KQ. Taking the quotient, we get a finite-dimensional K-algebra A “ KQ{I,
called the algebra of the bound quiver pQ, ρq. The following theorem is very
important.

Theorem 2.3.1 (See [2, Theorem III.1.6]). Let Q be a finite acyclic quiver, ρ a
finite set of relations of Q, and A “ KQ{I the algebra of the bound quiver pQ, ρq.
There is an equivalence of categories reppQ, ρq – modKQ{I.

Proof. First, let us define a functor F : reppQ, ρq Ñ modKQ{I. For M “

pMpiq,MpαqqiPQ0,αPQ1 P reppQ, ρq, construct the KQ{I-module F pMq by the
following. Let

F pMq “
à

iPQ0

Mpiq

as a K-vector space. To define its KQ{I-structure, we first give F pMq a KQ-
module structure. Let

pmi “

"

Mppqpmiq if sppq “ i,
0 otherwise,

for p a path in Q, mi P Mpiq. Note that pmi P Mptppqq. For m “ pmiqiPQ0 P

F pMq, define pm to be the image of
ř

iPQ0

pmi under the natural inclusionMptppqq ãÑ
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F pMq. By K-linear extension to arbitrary elements of KQ, this gives a KQ-
module structure on F pMq.

For any relation σ in ρ and m P F pMq, it can be checked that σm “ 0, since
the evaluation Mpσq equals 0. This shows that F pMq is a KQ{I-module.

For f “ pfiqiPQ0 : M Ñ N in reppQ, ρq, we define F pfq : F pMq Ñ F pNq as

f 1 “ F pfq “
à

iPQ0

fi :
à

iPQ0

Mpiq Ñ
à

iPQ0

Npiq.

To check that this is KQ{I-linear, we check that for every path p̄ “ p`I in KQ{I,
we have f 1pp̄mq “ p̄f 1pmq for all m P F pMq. It suffices to check this equality
for the image of any mi P Mpiq under the natural inclusion Mpiq ãÑ F pMq, for
each i P Q0.

In the case sppq ‰ i, p̄mi “ 0 and p̄f 1pmiq “ 0 so there is nothing to check.
Otherwise,

fjpp̄miq “ fjpMppqmiq “ Nppqfipmiq “ p̄fipmiq,

where j “ tppq and where the second equality follows from the definition of
morphisms of representations.

In the opposite direction, we define G : modKQ{I Ñ reppQ, ρq by the fol-
lowing. Let M P modKQ{I, then GpMq “ pV piq, V pαqq is the representation of
pQ, ρq with V piq “ ēiM , where ēi “ ei` I “ pi||iq ` I, for i P Q0. Moreover, the
morphism V pαq : V piq Ñ V pjq for an arrow α : iÑ j is defined by

V pαqpēimq “ ējᾱēim P V pjq

for ēim P ēiM “ V piq. Clearly, GpMq is a representation of the bound quiver
since if σ P ρ is a relation, then the evaluation V pσq is defined by the action of
σ̄ “ σ ` I “ 0` I.

For a morphism f : M Ñ N in modA, we have GpMq “ pV piq, V pαqq
and GpNq “ pW piq,W pαqq. We define Gpfq “ pfiqiPQ0 : GpMq Ñ GpNq by
restriction

fi : ēiM Ñ ēiN
ēim ÞÑ fpēimq “ ēifpmq.

We have to check the commutativity of:

ēiM ējM

ēiN ējN

GpMqpαq

fi fj

GpNqpαq

for each arrow α : iÑ j. For ēim P ēiM ,

fjpGpMqpαqpēimqq “ fjpējᾱēimq
“ ējᾱfpēimq
“ GpNqpαqpfipēimqq

confirms the commutativity.
It is easy to check that F and G are functors, and are quasi-inverses of each

other.
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With this theorem, we shall interchangeably use the terms module and rep-
resentation. Also, with ρ being the empty set, Theorem 2.3.1 provides the equiv-
alence repQ – modKQ.

2.3.2 Useful quivers

Let us give some examples of quivers that we will use often in this work.

An orientation τ is a sequence of symbols f and b, standing for “forwards”
and “backwards”. We write an orientation by τ “ τ1, . . . , τn´1, where the ith
symbol of τ is τi, and we say that τ has length n.

Let τ be an orientation of length n. The linear quiver Anpτq is the quiver

Anpτq “ ˝ ˝ ˝ . . . ˝
α1 α2 α3 αn´11 2 3 n , (2.2)

where the direction of the ith arrow is determined by τi, for i P t1, . . . , n ´ 1u.
That is, if τi “ f , the arrow αi is αi : i Ñ i ` 1, otherwise it is αi : i ` 1 Ñ i.
With τ “ f . . . f we get the quiver

~An “ Anpf . . . fq “ ˝ ˝ ˝ . . . ˝
1 2 3 n .

Let τ be an orientation of length n. The ladder quiver of type τ is given by

Lnpτq “

˝ ˝ ˝ . . . ˝

˝ ˝ ˝ . . . ˝

11

1

21

2

31

3

n1

n

(2.3)

where for every i P t1, . . . , n ´ 1u, the pair of horizontal arrows point forwards
i Ñ i ` 1, i1 Ñ pi ` 1q1 if τi “ f , and points backwards i Ð i ` 1, i1 Ð pi ` 1q1

otherwise. In a sense, it is a “product” of an ~A2 quiver in the vertical direction
and an Anpτq quiver in the horizontal direction.

The ladder quiver with orientation τ “ fb is

˝ ˝ ˝

˝ ˝ ˝

α41 α52 α63

α54 α56

α21 α23

4

1

5

2

6

3

. (2.4)

Here, the arrows are labeled by αts : s Ñ t. This quiver, together with the
commutative relations

ρ “ tα52α21 ´ α54α41, α52α23 ´ α56α63u

forms the bound quiver which we call the commutative triple ladder. As an
example, Diagram (1.4), which we propose to use for studying simultaneously
robust and common topological features, is a representation of the commutative
triple ladder.
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In general, let us define the commutativity relations of Lnpτq. For any i P
t1, . . . , n´ 1u, let j “ i` 1 and j1 “ pi` 1q1. If τi “ f , set

wi “ αj1,jαj,i ´ αj1,i1αi1,i,

and if τi “ b, then

wi “ αi1,iαi,j ´ αi1,j1αj1,j ,

for i P t1, . . . , n ´ 1u. The set c “ twiu
n´1
i“1 is defined to be the set of com-

mutativity relations of Lnpτq. This requires the commutativity in each small
square

˝ ˝

˝ ˝

αj1,i1

αj,i

αi1,i αj1,j

i1 j1

i j

or

˝ ˝

˝ ˝

αi1,j1

αi,j

αi1,i αj1,j

i1 j1

i j

in the ladder quiver, with i, i1, j, j1 as above.

Definition 2.1. The bound quiver CLnpτq “ pLpτq, cq is called the commutative
ladder quiver with length n and orientation τ .

2.4 Persistent homology

In this section, we explain the basics of persistent homology, which forms the
foundation and motivation for much of what we do in this work.

We start with our definition of the persistent homology of a quiver complex,
which provides a generalization of the persistent homology of filtrations and
zigzag complexes.

2.4.1 Persistent homology of quiver complexes

Recall that all quivers we consider are assumed to be finite, connected and
acyclic. To generalize the filtrations used for persistent homology, we introduce
the concept of a quiver complex.

Definition 2.2. LetQ be a quiver. A quiver complex overQ is a set of complexes
pXi, κiq, one for each vertex i P Q0 so that whenever there is an arrow α : iÑ j
in Q1, pXi, κiq is a subcomplex of pXj , κjq.

We denote a quiver complex by X “ pXi, κiqiPQ0 . We only consider finite
quiver complexes: for each i P Q0, pXi, κiq is a finite complex.

Given a quiver complex X, we construct its chain complex CpXq below. For
each q ě 0, consider the representation CqpXq of Q obtained by associating to
each vertex i the K-vector space CqpXiq, and for every arrow α : i Ñ j the
inclusion ια : CqpXiq ãÑ CqpXjq.

We define the commutativity relations of Q to be the set c of relations of the
form w “ p ´ p1, where p and p1 are any two unequal paths from i to j, for all
pairs i, j with i ‰ j P Q0. Clearly, c is a finite set of relations, since there are
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only a finite number of pairs i ‰ j, and for each pair i ‰ j, the number of paths
from i to j is finite.

Now, CqpXq is a representation of pQ, cq. To prove this, let V “ CqpXq as
a representation of Q, and let w “ p ´ p1 be a commutativity relation from
vertex i to vertex j. Then, the evaluations V ppq : CqpXsppqq Ñ CqpXtppqq and
V pp1q : CqpXspp1qq Ñ CqpXtpp1qq are both equal to the inclusion CqpXiq ãÑ CqpXjq

so that the evaluation V pwq “ V ppq ´ V pp1q “ 0. Thus, V “ CqpXq P reppQ, cq.

Moreover, we define morphisms Bq : CqpXq Ñ Cq´1pXq by combining over
all i P Q0 the boundary maps Bq,i : CqpXiq Ñ Cq´1pXiq. For each vertex i, the
boundary maps Bq,i : CqpXiq Ñ Cq´1pXiq are the boundary maps of the chain
complex of pXi, κiq, as defined in Section 2.2.1. To check that this is really a
morphism of representations, we only need to check the commutativity of

CqpXiq CqpXjq

Cq´1pXiq Cq´1pXjq

ι

Bq,i Bq,j

ι

for every arrow α : iÑ j. This result follows from the fact that pCqpXiq, Bq,iq ãÑ

pCqpXjq, Bq,jq is a chain map by Lemma 2.2.1. Moreover, BqBq`1 “ 0 follows
from the fact that Bq,iBq`1,i “ 0 for every i P Q0. Thus, CpXq “ pCqpXq, Bqq is a
chain complex over reppQ, cq.

Let us collect these facts below.

Lemma 2.4.1. Let X be a quiver complex over Q, with c the set of commutativity
relations of Q. For each q ě 0, CqpXq is a representation of pQ, cq, and CpXq
is a chain complex over modKQ{I – reppQ, cq, where KQ{I is the algebra of
pQ, cq.

Definition 2.3 (Persistent homology of a quiver complex). Let X be a quiver
complex with chain complex CpXq. The qth homology module of CpXq:

HqpCpXqq “ Ker Bq{ Im Bq`1

is also called the qth persistent homology of the quiver complex X. To simplify
the notation, we denote this by HqpXq.

In the definition above, HqpXq is a KQ{I-module and is obtained by com-
puting the quotient of the kernel and image, at the KQ{I-module level. It can
be shown that HqpXq corresponds to the representation of pQ, cq with HqpXiq at
each vertex i P Q0 and induced maps Hqpιq : HqpXiq Ñ HqpXjq for every arrow
α : iÑ j. This is the “slice-wise” (vertex-wise) point of view.

2.4.2 Persistent homology of filtrations

Let ~An “ Anpf . . . fq as above. A filtration is a nested sequence of (simplicial)
complexes:

X : X1 . . . Xn. (2.5)
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This is a quiver complex on ~An.
Let us give some examples of how filtrations arise in practice. For a point

cloud P and some ε ě 0, consider the Vietoris-Rips complex RεpP q, or the
Čech complex ČεpP q. On the other hand, given a weighted point cloud P ,
consider the weighted alpha complex AαpP q. These are all simplicial complexes
Xa that vary by some parameter a, where a is equal to ε for the Vietoris-Rips
and Čech complexes and α for the weighted alpha complex. Moreover, for a ă a1,
Xa Ă Xa1 .

However, the parameter a varies through the real numbers. We can easily
remap the unique Xa in the sequence to a finite set of indices 1, . . . , n by the
following argument. In all cases above, Xa is an abstract simplicial complex on
a fixed set of vertices V “ P . Thus, each Xa is a subset of the power set of V ,
Xa Ă PpV q. Since the sequence tXaua is nondecreasing, we obtain a filtration

Xa1 Ă . . . Ă Xan

consisting of the finite number of unequal complexes Xai in tXaua. This con-
struction provides the Vietoris-Rips filtration, Čech complex filtration, and the
weighted alpha complex filtration, respectively.

Going back to the general case, the chain complex pCqpXq, Bqq of a filtration

X is given by the following. For a fixed q ě 0, CqpXq is the representation of ~An:

CqpXq : CqpX1q CqpX2q . . . CqpXnq
ι1 ι2 ιn´1

where the ιi are inclusions, and the boundary map Bq “ pBq,iqi : CqpXq Ñ
Cq´1pXq is a morphism of representations. This can be given as a commutative
diagram

CqpX1q CqpX2q . . . CqpXnq

Cq´1pX1q Cq´1pX2q . . . Cq´1pXnq

Bq,1 Bq,2 Bq,n

where Bq “ pBq,iqiPQ0 is defined “slice-wise”. The chain complex CpXq has qth
homology module

HqpXq : HqpX1q . . . HqpXnq,
Hqpι1q Hqpιn´1q

(2.6)

which is the qth persistence homology of the filtration [16, 37]. By Theorem 2.3.1,
we also view HqpXq as a K~An-module.

In the introduction, we roughly sketched the use of the persistence diagram,
which is obtained by a decomposition of persistent homology into intervals.
These intervals correspond to pairs of numbers pb, dq representing the lifespans
of homology generators. Let us give a precise treatment of these ideas.

First, let us define the representation Irb,ds P repp ~Anq, with 1 ď b ď d ď n,
by

0 . . . 0 K . . . K 0 . . . 01 1
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with Irb,dspiq “ K if b ď i ď d, and Irb,dspiq “ 0 otherwise, and identity
maps between the nonzero K-vector spaces. These are also called the interval
representations. Again by Theorem 2.3.1, Irb,ds can be treated as a K~An-module,
which we call an interval module.

As one of the consequences of Gabriel’s theorem [21], it is known that the
interval modules Irb,ds for 1 ď b ď d ď n gives a complete list of indecomposable
K~An-modules, up to isomorphism. For an elementary proof, see the book [4,
Theorem 2.14]. By this fact and by Proposition 2.1.1, there is an indecomposable
decomposition

HqpXq “
m
à

i“1

Vi –
à

1ďbďdďn

Irb,dsmb,d (2.7)

of HqpXq, unique up to isomorphism and permutations of terms, into the interval
modules. In the above decomposition, each direct summand Vi is an indecom-
posable module and is isomorphic to some Irb,ds.

This indecomposable decomposition can be viewed as simultaneous changes
of K-vector space bases for each of the HqpXiq, i P t1, . . . , nu that tracks how
the homology generators are mapped through the sequence. More precisely, an
indecomposable direct summand Vi isomorphic to Irb,ds represents a homology
generator born at index b, and is mapped by identity (in the chosen bases) to
the homology vector spaces at indices b ` 1, . . . , d. Then, it is mapped to 0, or
dies, after index d.

The decomposition into indecomposable representations shows the “birth”
and “death” indices of homology generators. To summarize this information,
the persistence diagram can be defined to be the multiset of pairs pb, dq, where
the pb, dq occurs with multiplicity mb,d, determined from Eq. (2.7). For our
purposes, however, we use the equivalent definition of the persistence diagram
as the map

DpHqpXqq : Γ0 Ñ N0

Irb,ds ÞÑ mb,d

where N0 “ t0, 1, 2, . . .u and Γ0 is the set of interval representations of ~An.

The persistence diagram can be visualized by drawing the corresponding
multiset of points on the plane. For example, suppose that some quiver complex
X on ~A5 (a filtration with n “ 5) has

HqpXq – Ir1,2s ‘ Ir1,4s2 ‘ Ir2,5s ‘ Ir3,3s.

We display the persistence diagram of HqpXq in Fig. 2.3, where the point p1, 4q
occurs with multiplicity 2. Here, we have explicitly written out the multiplicities
of the intervals. Of course, there are other ways of visualizing a persistence
diagram. Other methods to indicate the multiplicities include coloring the points
according to some color scale, or via a 3D histogram.

For later use in studying the category modK~An, we also need all the mor-
phisms between the interval modules of K~An. Given two fixed indecomposables
Ira,bs, Irc,ds, let us describe all morphisms f : Ira,bs Ñ Irc,ds. First of all, note
that if b ă c or d ă a, there is no nonzero morphism f : Ira,bs Ñ Irc,ds.
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1

2

1

1

b

d

Figure 2.3: An example of a persistence diagram.

Suppose that a ă c. Then, looking at the relevant part of the morphism:

Ira,bs . . . K K . . .

Irc,ds . . . 0 K . . .

f

1

fc´1“0

1

fc

0 1

,

we deduce that fc “ 0 due to the commutativity requirement. Further appli-
cation of the commutativity shows that fi “ 0 for all i P t1, . . . , nu, so that
f “ 0. A similar argument shows that if d ą b, there is no nonzero morphism
f : Ira,bs Ñ Irc,ds.

Now, consider the case c ď a ď d ď b, and suppose that f : Ira,bs Ñ Irc,ds is
a morphism. For any vertex i outside the intersection of intervals, ra, bsXrc, ds, fi
is necessarily 0. Choose any i P ra, bsXrc, ds “ ra, ds. If fi “ k P HomKpK,Kq –
K, then fj “ k for all j P ra, bs X rc, ds by the commutativity requirement. We
illustrate this in the diagram below:

Ira,bs . . . 0 K . . . K K . . .

Irc,ds . . . K K . . . K 0 . . .

a d

f 0

1

k

1

fi“k

1

k 0

1 1 1
.

Thus,

HomK~An
pIra,bs, Irc,dsq “

#

Kf c,da,b , c ď a ď d ď b,

0, otherwise,

where
´

f c,da,b

¯

`
“

"

1K , a ď ` ď d,
0, otherwise.

The choice of f c,da,b is a choice of basis for each of the nonzero homomorphism
spaces above. Moreover, this choice of morphisms has the nice property that if
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for a triple of pairs pa, bq, pa1, b1q, pa2, b2q the morphisms

Ira,bs Ira1,b1s Ira2,b2s
fa
1,b1

a,b

fa
2,b2

a,b

fa
2,b2

a1,b1

,

are defined and nonzero, then

fa
2,b2

a,b “ fa
2,b2

a1,b1 f
a1,b1

a,b . (2.8)

2.4.3 Zigzag persistence

We recall zigzag persistence [7]. For some orientation τ of length n, a zigzag
complex of type τ is defined to be a quiver complex over the quiver Anpτq. A
zigzag complex of type τ :

X : X1 X2 . . . Xn

has (zigzag) persistent homology

HqpXq : HqpX1q HqpX2q . . . HqpXnq

which is a representation of Anpτq, where the linear maps between the homology
vector spaces HqpXiq are induced from the respective inclusions.

Again by Gabriel’s theorem [21], the indecomposable representations ofAnpτq
are the interval representations Ira,bs, given by:

0 . . . 0 K . . . K 0 . . . 01 1 ,

where of course the directions of the arrows are determined by τ . In the special
case where τ “ f . . . f , we get the interval representations discussed in the
previous subsection.

Thus,
HqpXq –

à

1ďiďjďn

Iri,jsmi,j

and this indecomposable decomposition of HqpXq is unique up to isomorphism
and permutation of summands, by Proposition 2.1.1. From this it is easy to
define the corresponding persistence diagram.

An example is already provided in the introduction, which we repeat here.
Suppose that we have spaces X1, . . . , XT , with no natural filtration structure. A
way to detect common features would be to form the diagram

X1 X1 YX2 X2 . . . XT´1 YXT XT

with alternating arrows and then study

HqpX1q HqpX1 YX2q . . . HqpXT´1 YXT q HqpXT q

which is a representation of Ampτq with τ “ fb . . . fb and m “ 2T ´ 1. This
allows us to extract the topological features that persist across the different
spaces.
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2.5 Modules and representations

In this section, we collect various algebraic background for the rest of this work.
First, let us give the following general comment. As shown in Theorem 2.3.1,

the representation category of a bound quiver is equivalent to the module cat-
egory of its algebra. There is a close relationship between the bound quivers
and algebras themselves. From an Artin K-algebra A, we can construct a quiver
QA, called the quiver of A. It is known that if K is algebraically closed, then
A – KQA{I for some ideal I of KQA. For example, see [5, Prop. 4.1.7]. If we
weaken the requirement to K being a perfect field, there is an analogous result
[5, Cor. 4.1.11] involving so-called valued quivers.

For the purpose of computation, we avoid requiring K to be algebraically
closed. For example, with K “ Z2 (binary) or K “ Q, one aspect of imple-
menting algorithms will potentially be simplified, since we can avoid the need to
implement a custom number type. For our purposes, it is enough to be able to
construct the algebra of a bound quiver.

2.5.1 Modules

Let A be a finite dimensional K-algebra. A module M P modA is said to be
simple if its submodules are only 0 and itself. A module is said to be semisimple
if it is the direct sum of simple modules. The module generated by all simple
submodules of M is the socle of M , denoted SocM . It is known that SocM is
semisimple. See [1, Proposition 9.7]

The radical RadM of an A-module M is the intersection of its maximal sub-
modules. Similarly, the radical of A, denoted rA, is defined to be the intersection
of maximal left ideals of A. The radical rA is equal to the intersection of maxi-
mal right ideals, and is a two-sided ideal of A. An algebra A can be considered
as a module over itself, AA, with radical RadAA. Moreover, rA “ RadAA, so
we simply write RadA for the radical of A.

A ring with unity R is said to be local if the noninvertible elements of R
forms a two-sided ideal. It is known that if R is local, the RadR is equal to the
set of noninvertible elements of R.

For M P modA, the endomorphism ring EndApMq can be given a K-algebra
structure as well.

Lemma 2.5.1 ([2, Corollary I.4.8]). Let A be a finite-dimensional K-algebra
and M P modA .

1. M is indecomposable if and only if EndApMq is local.

2. If M is indecomposable, then any noninvertible f P EndApMq is nilpotent.

A module P is said to be projective if it satisfies the following “lifting” prop-
erty. For every morphism g : P Ñ N and every epimorphism f : M Ñ N , there
exists an h : P ÑM such that fh “ g, as in the diagram:

P

M N 0.

gh

f



36 Chapter 2. Background

Dually, an module I is said to be injective if for every morphism g : M Ñ I and
every monomorphism f : M Ñ N , there is a morphism h : N Ñ I such that
hf “ g, as:

I

0 M N.
f

g h

The opposite algebra Aop of A is the K-algebra with the same elements as A
and operation ¨ defined by a ¨ b “ ba for a, b P Aop.

Define the contravariant functor:

Dp´q “ HomKp´,Kq : modAÑ modAop.

That is, for M P modA, DpMq “ HomKpM,Kq is defined by treating M as a
K-vector space and taking its K-dual. This has an Aop-module structure, and
thus a right A-module structure, by the following. For f P HomKpM,Kq and
a P A, define fa P HomKpM,Kq by pfaqpmq “ fpamq for all m P M . See the
Prop. 4.4 of the book [1]. Let f : M Ñ N be a morphism in modA. Then,
Dpfq : DpNq Ñ DpMq is defined by Dpfqpgq “ gf P DpMq for pg : N Ñ Kq P
DpNq.

It is known that Dp´q is a duality, with quasi-inverse given by

HomKp´,Kq : modAop Ñ modA.

which we also denote by Dp´q.

We also need the contravariant functor

p´qt : HomAp´, Aq : modAÑ modAop

that takes M to HomApM,Aq and f : M Ñ N to HomApf,Aq : HomApN,Aq Ñ
HomApM,Aq. Here, HomApM,Aq is given the structure of a right A-module by
pfaqpmq “ fpmqa for f P HomApM,Aq, a P A, and m PM .

However, p´qt is not a duality in general. It is known [3, Prop. II.4.3] that if
we restrict p´qt to the full subcategory of finitely generated projective modules
projA, we get a duality

p´qt : projAÑ projAop.

A submodule N of M is said to be superfluous in M if whenever N`X “M
for some submodule X implies that X “M . A projective cover of a module M
is an epimorphism f : P Ñ M where P is projective, and Ker f is superfluous
in P . Below, let us list some properties of projective covers.

Proposition 2.5.2. Let A be a finite-dimensional K-algebra.

1. M P modA has a projective cover f : P ÑM in modA.

2. If f1 : P1 ÑM and f2 : P2 ÑM are projective covers of M P modA, then
there exists an isomorphism h : P1 Ñ P2 such that f1 “ f2h.
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3. Given a finite family tfi : Pi ÑMiu
n
i“1 of epimorphisms with Pi projective

modules,
n
À

i“1
fi :

n
À

i“1
Pi Ñ

n
À

i“1
Mi is a projective cover if and only if each

fi : Pi ÑMi is a projective cover.

4. For each P P projA, the epimorphism P Ñ P {RadP is a projective cover.

For a proof, see Theorems I.4.2, I.4.4 and Proposition I.4.3 of [3].

Dually, N Ă M P modA, N is said to be essential in M if X X N ‰ 0 for
any nonzero submodule X of M . A monomorphism f : M Ñ I with I injective
is said to be an injective envelope of M if Im f is essential in I.

Proposition 2.5.3. Let A be a finite-dimensional K-algebra. For M P modA,

1. f : M Ñ I is an injective envelope if and only if the induced map SocM Ñ

I is an injective envelope.

2. Suppose that M is a semisimple module, with a projective cover P Ñ M
in modA. Then, DpP tq is an injective envelope of M .

See Propositions II.4.1 and II.4.6 of [3].

Thus, to compute an injective envelope of M P modA, we do the following.
First, we compute SocM and try to find an injective envelope I for SocM .
This induces an injective envelope for M , by Prop 2.5.3, part 1. Since SocM is
semisimple, a projective cover for SocM , say P , provides an injective envelope
I “ DpP tq for SocM , by Prop. 2.5.3, part 2. Using Prop. 2.5.2 part 3, and since
SocM is a direct sum of simple modules, it suffices to find projective covers for
each of its summands, which are all simple modules.

In the above procedure, we have not described how to compute SocM , and
projective covers for the simple modules. In the case where the algebra A is given
by A “ KQ{I as the algebra of a bound quiver pQ, ρq, a way to compute SocM
is provided in the next subsection. Moreover, we can get a complete list (up to
isomorphism) of simple modules Si and indecomposable projective modules Pi,
together with projective covers Pi Ñ Pi{RadPi “ Si.

2.5.2 Representations of a bound quiver

In this subsection, we collect some useful facts concerning the representation
of bound quivers. In particular, we will focus on results that enable one to do
computations.

First, let us reformulate the duality Dp´q above. Given a quiver Q “

pQ0, Q1q, the opposite quiver is the quiver Qop with vertices Q0, and an arrow
αop : j Ñ i for every arrow α : iÑ j in Q1. We can identify pKQqop “ KpQopq.

Let p “ pj|αm, . . . , α1|iq be a path in Q. Then, the opposite path is pop “

pi|αop
1 , . . . , αop

m |jq in KpQopq. If ρ is a set of relations of Q, ρ induces a set of
relations ρop of Qop by taking the opposite paths. Let Iop be the two-sided ideal
of KpQopq generated by ρop. We can identify the algebras

pKQ{Iqop “ KpQopq{Iop.
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In the case where the algebra A “ KQ{I is defined by pQ, ρq, where I is the
two-sided ideal of KQ generated by ρ, Theorem 2.3.1 provides an equivalence
reppQ, ρq – modA. Likewise, reppQop, ρopq – modAop. Thus, Dp´q : modAÑ
modAop induces a duality

Dp´q : reppQ, ρq Ñ reppQop, ρopq

also denoted by Dp´q.

Furthermore, this duality Dp´q on quiver representations can be given ex-
plicitly by the following computation. It is easy to check that DpMq is the
representation that has the K-vector space DpMiq at each vertex i P Q0, and
Dpfαq : DpMjq Ñ DpMiq for every arrow α : i Ñ j in Q, where Dp´q is the
usual duality for finite-dimensional K-vector spaces. Likewise, for f : M Ñ N a
morphism of representations, Dpfq : DpNq Ñ DpMq can be computed by taking
the dual map at every vertex.

Next, we give explicit formulations of the indecomposable projective, injec-
tive, and simple representations. Recall that an element e P A is said to be
idempotent if e2 “ e. The idempotents 0, 1 P A are called the trivial idempo-
tents. Two idempotents e1, e2 are said to be orthogonal if e1e2 “ 0 “ e2e1.
An idempotent is said to be primitive if it cannot be written as a sum of two
nontrivial orthogonal idempotents e “ e1 ` e2.

A complete set of primitive orthogonal idempotents is a set te1, . . . , enu of
primitive and pairwise orthogonal idempotents such that 1 “ e1 ` . . .` en. It is
known that

Lemma 2.5.4 (cf. [3, Prop. I.4.8]). Let A be a finite-dimensional K-algebra.
Then:

1. There is a complete set of primitive orthogonal idempotents te1, . . . , enu
and A “ Ae1 ‘ . . .‘Aen (as left A-modules),

2. Given e P A an idempotent, e is a primitive idempotent if and only if Ae
is an indecomposable projective A-module.

For some choice of a complete set of primitive orthogonal idempotents te1, . . . , enu,
we write Pi “ Aei for i P t1, . . . , nu. This gives a complete list of isomorphism
classes of indecomposable projectives. Dually, Ii “ DpeiAq for i P t1, . . . , nu
gives a complete list of isomorphism classes of indecomposable injectives. More-
over, Si “ Pi{RadPi gives all the indecomposable simple modules, up to iso-
morphism.

In particular, we are interested in the algebra of a bound quiver pQ, ρq. In
this case, recall that the stationary paths in KQ are defined to be ei “ pi||iq for
i P Q0. It can be checked that the set of stationary paths modulo I

tēi “ ei ` I | i P Q0u

is a complete set of primitive orthogonal idempotents of the algebra A of pQ, ρq.
We have the following.
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Lemma 2.5.5 ([2, Lemma III.2.4]). Let pQ, ρq be a bound quiver, with complete
set of primitive orthogonal idempotents tēi “ ei ` I | i P Q0u for its algebra
A “ KQ{I.

1. Pi “ Aēi is the representation of pQ, ρq with K-vector space Pipjq at the
vertex j generated by p` I for p paths from i to j in Q. For every arrow
α : j Ñ k, the map Pipαq : Pipjq Ñ Pipkq is induced by multiplication of ᾱ.

2. Ii “ DpēiAq is the representation of pQ, ρq with Iipjq the dual of the K-
vector space generated by p ` I, for p paths from j to i in Q. For every
arrow α : j Ñ k, Iipαq : Iipjq Ñ Iipkq is the dual of the map induced by
multiplication of ᾱ.

3. Si “ Pi{RadPi is the representation of pQ, ρq with

Sipjq “

"

Kēi if i “ j
0 otherwise

and all maps Sipαq equal to 0 for each arrow α.

Proof. By the equivalence in Theorem 2.3.1, the representation Pi corresponding
to the indecomposable projective module Pi has K-vector space ējPi “ ējAēi at
vertex j P Q0. Clearly, this is the K-vector space generated by paths modulo I
from i to j in Q, as claimed. The statement for the indecomposable injectives
Ii follows by similar arguments. The computation for Si follows easily from
Si “ Pi{RadPi and the next lemma.

The following lemma is also useful.

Lemma 2.5.6 ([2, Lemma III.2.2]). Let V “ pV piq, V pαqq be a representation
of pQ, ρq.

1. The radical of V , RadV is the representation pW piq,W pαqq with

W piq “
ÿ

α:jÑi

ImV pαq

for every vertex i that is not a source, and W piq “ 0 otherwise. The map
W pαq : W piq Ñ W pjq for every arrow α : iÑ j is given by the restriction
of V pαq to W piq.

2. The socle of V , SocV is the representation pW piq,W pαqq with

W piq “
č

α:iÑj

KerV pαq

for every vertex i that is not a sink, and W piq “ V piq otherwise. W pαq “ 0
for every arrow α : iÑ j.



40 Chapter 2. Background

2.5.3 Exact sequences and extensions

A sequence of A-modules and morphisms

. . . Mi´1 Mi Mi`1 . . .
fi´1 fi

is said to be exact if for every i, Im fi´1 “ Ker fi.

Let M P modA be a module. A projective resolution of M is an exact
sequence

. . . Pn . . . P1 P0 M 0

such that all the Pi’s are projective modules. A projective resolution is said
to be finite and have length n if Pn is nonzero and Pi “ 0 for all i ą n. If
M P modA has a projective resolution with finite length, then the projective
dimension pdAM of M is the minimal length of all of its finite projective reso-
lutions.

The (left) global dimension of an algebra A is defined by

gl.dimA “ suptpdAM |M P modAu.

The “left” comes from the fact that we are looking at left modules of A. There
is of course a “right” version to this definition, but here we consider only the left
global dimension.

An algebra A is said to be left hereditary if all of its left ideals are projective.
We simply call left hereditary algebras hereditary.

Lemma 2.5.7 (cf. [3, Cor. I.5.2]). The following are equivalent for a finite-
dimensional K-algebra A.

1. A is hereditary.

2. RadA is a projective A-module.

3. gl.dimA ď 1.

It is known that if A is hereditary, the submodules of projective A-modules
are themselves projective. In particular, RadPi Ă Pi is projective for each
indecomposable projective Pi.

Given a diagram

M N

L,

g

f

in modA, recall that a pushout of this diagram is an X P modA together with
maps g1 : N Ñ X, and f 1 : L Ñ X such that f 1f “ g1g and satisfying the
following universal property. If there is a Y P modA with maps k : N Ñ Y and
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` : LÑ Y such that kg “ `f , then there is a map h : X Ñ Y such that hg1 “ k
and hf 1 “ `.

M N

L X

Y.

g

f g1

kf 1

`

h

In modA there is an explicit construction of pushouts. Let

Q “ xpgpmq,´fpmqq | m PMy

be the submodule of N ‘ L generated by elements of the form pgpmq,´fpmqq.
Define X “ pN ‘ Lq{Q together with g1 : N Ñ X and f 1 : L Ñ X via the
obvious inclusions then the projection. For m P M , f 1fm “ p0, fmq ` Q while
g1gm “ pgm, 0q `Q so that f 1f “ g1g.

Let M and N be in modA. An extension of M by N is a short exact sequence

E : 0 M L N 0
g f

of A-modules. Note that if M,N P modA, any extension of M by N will have
L P modA as well.

Let x : M Ñ M 1, and let E be an extension of M by N . The extension xE
of M 1 by N is the bottom row in:

E : 0 M L N 0

xE : 0 M 1 L1 N 0

g

x

f

y 1

g1 f 1

,

where M 1 g1
Ñ L1

y
Ð L is the pushout of M 1 x

Ð M
g
Ñ L constructed above, and

where f 1 : L1 Ñ N is defined by

f 1 : L1 “ pL‘M 1q{Q Ñ N
pl,mq `Q ÞÑ fplq.

This is well-defined, since if pl,m1q ´ pl1,m2q P Q, then l ´ l1 “ gpmq for some
m PM . Thus,

f 1ppl,m1q `Qq ´ f 1ppl1,m2q `Qq “ fplq ´ fpl1q “ fgpmq “ 0.

The other required properties can be easily checked.
Concerning short exact sequences, the following lemma is useful.

Lemma 2.5.8 (Short Five Lemma). Given a commutative diagram

0 M L N 0

0 M 1 L N 1 0

g

µ

f

λ ν

g1 f 1

with both rows short exact, if both µ and ν are isomorphisms, then so is λ.
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Morse Reductions for Quiver
Complexes

In this chapter, we generalize the use of Morse reductions for filtrations [30] to
quiver complexes. The main goal can be explained quite simply. Given a quiver
complex X, we construct a smaller quiver complex A, but with the property
that their persistent homology modules are isomorphic: HqpXq – HqpAq. Such
a reduction can be used as a preprocessing step.

We first review the basic ideas of discrete Morse theory in Section 3.1. The
discussion of discrete Morse theory for quiver complexes is in Section 3.2. In Sec-
tion 3.3, we present an algorithm for computing an acyclic matching for an input
quiver complex X, and thus for computing A. This is done by a modification of
the algorithm presented in the paper [30].

The content here is an expanded version of the works [18, 19], and we have
adopted a slightly different proof strategy to prove the main theorem, Theo-
rem 3.2.4. Also, we have simplified our exposition of the algorithm by the use
of Lemma 3.3.4. It is hoped that this will clarify the main idea behind our
modifications to the algorithm.

3.1 Morse reduction for a complex

First, let us review discrete Morse theory [20] and Morse reductions for a complex
pX,κq. We follow the presentation in [30].

A partial matching for a complex pX,κq is a partition of X into sets A,B,D,
together with a bijection w : B Ñ D such that for every β P B, κpwpβq, βq is
nonzero. We denote a partial matching by pA, w : B Ñ Dq. Recall that τ is said
to be a boundary face of σ if κpσ, τq ‰ 0. Given a partial matching, for every
β P B, β is a boundary face of wpβq and dimwpβq “ dimβ ` 1.

A partial matching pA, w : B Ñ Dq induces a relation ăw on B by setting
β ăw β

1 if β is a boundary face of wpβ1q and extending transitively. The relation
ăw is reflexive and transitive by definition. If in addition it is antisymmetric,
then we say that the partial matching pA, w : B Ñ Dq is an acyclic matching .
Where it is not likely to cause confusion, we refer to an acyclic matching simply
by w.

43
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Note that an acyclic matching always exists for any complex pX,κq, given by
the empty acyclic matching. This is the acyclic matching pA, w : B Ñ Dq with
A “ X, B “ D “ H, and w “ H.

A gradient path p is an alternating sequence

pβ1, wpβ1q, β2, wpβ2q, . . . , βn, wpβnqq

of cells βi P B and wpβiq P B such that βi`1 is a boundary face of wpβiq for
every i P t1, . . . , n ´ 1u. The cells βi P B in a gradient path all have the same
dimension. This can be verified by the fact that both βi`1 and βi are boundary
faces of wpβiq, the former by definition of a gradient path and the latter by that
of a partial matching. For simplicity of notation, we shall denote the gradient
path pβ1, wpβ1q, . . . , βn, wpβnqq by p “ pβ1, . . . , βnq.

Let σ, τ P A. A gradient path p “ pβ1, . . . , βnq is said to be a connection from
σ to τ , denoted p : σ ù τ , if β1 is a boundary face of σ and τ is a boundary
face of wpβnq. The multiplicity of a connection p : σ ù τ is defined to be

εppq “ κpσ, β1qippqκpwpβnq, τq

where ippq is its index as a gradient path:

ippq “

n´1
ś

i“1
κpwpβiq, βi`1q

n
ś

i“1
´κpwpβiq, βiq

.

The multiplicity εppq P K of a connection can be checked to be nonzero. For
σ, τ P A, if there is a connection p : σ ù τ , then dimσ “ dim τ`1. This follows
from the fact that dimβ1 “ dimβn, dim τ “ dimβn, and dimσ “ dimβ1 ` 1.

The cells in A are called the critical cells of the acyclic matching w. In fact,
we can create a complex from the critical cells A by setting

Aq “ AXXq

so that A “
Ů

qě0
Aq gives a grading on A by dimension. Then, define a new

incidence map κw : AˆAÑ K by

κwpσ, τq “ κpσ, τq `
ÿ

p:σùτ

εppq, (3.1)

where the summation is taken over all connections p : σ ù τ in X.

Theorem 3.1.1 ([30, Theorem 2.4]). Let pX,κq be a complex with an acyclic
matching pA, w : B Ñ Dq.

1. If κw is the incidence map defined in Eq. (3.1), then pA, κwq is a com-
plex, called the Morse complex of pX,κq associated to the acyclic matching
pA, w : B Ñ Dq.
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2. If pA, κwq is the Morse complex associated to pA, w : B Ñ Dq, then
the chain complexes of pX,κq and pA, κwq are chain equivalent and thus
HqpXq – HqpAq for every q ě 0.

To show Theorem 3.1.1, [30] uses one-step reduction, which we explain below.
This technique will also be used in the next section for quiver complexes, so it
bears repeating here.

For any arbitrary β P B, let us consider the pair pX 1, κ1q, withX 1 “ Xztβ,wpβqu
and incidence function κ1 : X 1 ˆX 1 Ñ K defined by

κ1pσ, τq “ κpσ, τq `
κpσ, βqκpwpβq, τq

´κpwpβq, βq
(3.2)

for any σ, τ P X 1. Lemma 3.1.2 shows that pX 1, κ1q is a complex, and we call
pX 1, κ1q the complex induced by removal of tβ,wpβqu. By comparing Eq. (3.2)
and Eq. (3.1), it can be checked that pX 1, κ1q is the Morse complex associated
to the acyclic matching pX 1, µ : tβu Ñ twpβquq.

Lemma 3.1.2. Given a complex pX,κq with acyclic matching pA, w : B Ñ Dq
and β P B, pX 1, κ1q as defined above is a complex.

Proof. Let σ, τ P X 1. If κ1pσ, τq ‰ 0, then either κpσ, τq ‰ 0 or κpσ, βqκpwpβq, τq ‰
0. In the first case, dimσ “ dim τ ` 1 follows from definition. In the second
case, κpσ, βq ‰ 0 and κpwpβq, τq ‰ 0, together with the fact that κpwpβq, βq ‰ 0
by definition, shows that dimσ “ dim τ ` 1.

Next, we show that
ÿ

σPX 1

κ1pρ, σqκ1pσ, τq “ 0

for any ρ, τ P X 1. Denote the summation on the left by S. Expanding S, we get

S “
ř

σPX 1
κpρ, σqκpσ, τq `

ř

σPX 1
κpρ, σqκpσ,βqκpwpβq,τq

´κpwpβq,βq

`
ř

σPX 1

κpρ,βqκpwpβq,σq
´κpwpβq,βq κpσ, τq

`
ř

σPX 1

κpρ,βqκpwpβq,σq
´κpwpβq,βq

κpσ,βqκpwpβq,τq
´κpwpβq,βq

(3.3)

The last summand in Eq. (3.3) is always zero. If not, then there exists a σ P X 1

such that κpρ, βqκpwpβq, σq ‰ 0 and κpσ, βqκpwpβq, τq ‰ 0. This implies that σ
is a boundary face of wpβq, and β is a boundary face of σ, leading to dimwpβq “
dimσ ` 1 “ pdimβ ` 1q ` 1, contradicting the fact that dimwpβq “ dimβ ` 1.

To simplify the remaining summations, we use the fact that for any x, y P X 1,

ÿ

σPX 1

κpx, σqκpσ, yq “ ´κpx, βqκpβ, yq ´ κpx,wpβqqκpwpβq, yq,

which follows from
ř

σPX

κpx, σqκpσ, yq “ 0 and X “ X 1 \ tβ,wpβqu. Using this

equality one can show that S “ 0.
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Next, given the complex pX 1, κ1q induced by removal of tβ,wpβqu from pX,κq,
let us construct chain equivalences between CpXq and CpX 1q. Since we will use
the chain equivalences in the next section, let us give the definitions of the chain
equivalences ψ, φ between CpXq and CpX 1q, together with the homotopy θ
between φψ and 1CpXq.

We first define ψ, φ, and θ as sequences of morphisms. Lemma 3.1.3 then
shows that these are the required chain equivalences and the homotopy, respec-
tively. Let ψ be the sequence of morphisms ψ “ pψq : CqpXq Ñ CqpX

1qq defined
by linear extension of the formula

ψqpxq “

$

’

&

’

%

0 if x “ wpβq

´
ř

σPX 1

κpwpβq,σq
κpwpβq,βqσ if x “ β

x otherwise,

(3.4)

for x P Xq, for each q ě 0. Note that this is well-defined, because if dimx “ q,
then the formula for ψqpxq above is a q-chain in CqpX

1q. Similarly, define the
sequence of morphisms φ “ pφq : CqpX

1q Ñ CqpXqq by linear extension of

φqpxq “ x´
κpx, βq

κpwpβq, βq
wpβq, (3.5)

for x P X 1q and q ě 0. Again, dimx “ q implies that φqpxq P CqpXq. Finally,
θ “ pθq : CqpXq Ñ Cq`1pXqq is defined by K-linear extension of

θqpxq “

" 1
κpwpβq,βqwpβq if x “ β

0 otherwise.
(3.6)

for x P Xq, and for q ě 0.

Lemma 3.1.3 (cf. [30, Lemma 2.5]). The collection of maps ψ : CpXq Ñ CpX 1q
and φ : CpX 1q Ñ CpXq as defined above are chain maps. Moreover, ψφ “ 1CpX 1q,
and φψ „ 1CpXq. Thus, ψ and φ are chain equivalences.

The proof of Lemma 3.1.3, which we skip here, is by straightforward compu-
tations to check that required identities are satisfied.

A final ingredient is needed to show Theorem 3.1.1.

Definition 3.1. Given a complex pX,κq and an acyclic matching w “ pA, w :
B Ñ Dq on pX,κq, let pX 1, κ1q be the complex induced by removal of tβ,wpβqu
for some β P B.

The acyclic matching w1 “ pA, w1 : B1 Ñ D1q on pX 1, κ1q induced from w by
removal of tβ,wpβqu is defined by B1 “ Bztβu, D1 “ Dztwpβqu, and w1pbq “ wpbq
for each b P B1.

We can thus iterate this process of removing pairs tβ,wpβqu from the induced
complexes. Lemma 3.1.4 ensures that in the end, the repeated one-step removals
of pairs tβ,wpβqu gives an induced complex that is the same as pA, κwq.
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Lemma 3.1.4 ([30, Prop. 2.6]). Let pX,κq be a complex with an acyclic matching
pA, w : B Ñ Dq. Fix a β P B, and let pX 1, κ1q, pA, w1 : B1 Ñ D1q be the complex
and acyclic matching, respectively, induced by removal of tβ,wpβqu, as above.
Then,

κw “ pκ
1qw1

For a proof, see the paper [30].

Proof of Theorem 3.1.1. Put some arbitrary ordering on the cells in B, say β1, . . . , βN .
Then, let pXβ1 , κβ1q be the complex induced by removal of tβ1, wpβ1qu from
pX,κq. For every i P t2, . . . , Nu, let pXβi , κβiq be induced from removal of
tβi, wpβiqu from pXβi´1 , κβi´1q. Similarly, for each i, let pA, wβi : Bβi Ñ Dβiq be
the induced acyclic matching on pXβi , κβiq.

Then, by repeated application of Lemma 3.1.4,

κw “ pκβ1qwβ1
“ pκβ2qwβ2
“ . . .
“ pκβN qwβN
“ κβN .

The last step follows since we have removed all the paired cells B,D. Thus,

pA, κwq “ pXβN , κβN q

and pA, κwq is a complex by Lemma 3.1.2. This shows the first part of Theo-
rem 3.1.1. Moreover, by repeated application of Lemma 3.1.3, we get a sequence
of chain equivalences

CpXq „ CpXβ1q „ . . . „ CpXβN q “ CpAq,

showing the second part of the theorem.

In the next section we extend Theorem 3.1.1 to the quiver complex case.

3.2 Morse quiver complexes

Recall that a quiver complex over a quiver Q is a set of complexes, consisting of a
complex pXi, κiq for each i P Q0, such that whenever there is an arrow α : iÑ j
in Q1, pXi, κiq is a subcomplex of pXj , κjq.

In this section we expand the results reviewed in the previous section to
the setting of quiver complexes. In particular, we give a definition of acyclic
matchings of quiver complexes. We show that Theorem 3.1.1 has a natural
analogue in this case. The main idea is to collect the chain equivalences given in
the previous section “vertex-wise”. By our definition of the acyclic matchings of
quiver complexes, these collections then form the necessary chain equivalences.
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Definition 3.2. Let X “ pXi, κiqiPQ0 be a quiver complex on the quiver Q.
An acyclic matching of X is a collection pAi, wi : Bi Ñ DiqiPQ0 of an acyclic
matching of pXi, κiq for every vertex i P Q0 such that for every arrow α : iÑ j,
the conditions Ai Ă Aj , Bi Ă Bj , Di Ă Dj and wipσq “ wjpσq for every σ P Bi
are satisfied.

Intuitively speaking, we require the acyclic matchings to agree across the
inclusions. Our definition of an acyclic matching for a quiver complex is inspired
by the definition of filtration-subordinate acyclic matchings used in [30]. To
abbreviate the notation, we simply write w for the acyclic matching pAi, wi :
Bi Ñ DiqiPQ0 .

The following equivalent characterization is convenient.

Lemma 3.2.1. Let X “ pXi, κiqiPQ0 be a quiver complex on Q, and w “ pAi, wi :
Bi Ñ DiqiPQ0 a collection of acyclic matchings, one for each pXi, κiq. The fol-
lowing are equivalent.

1. w is an acyclic matching of X.

2. For every arrow α : i Ñ j, we have Ai “ Aj X Xi, Bi “ Bj X Xi, Di “
Dj XXi and wipσq “ wjpσq for every σ P Bi.

Proof.

1Ñ2 Let w be an acyclic matching of X. We only show the proof for Ai “
Aj XXi. The others are exactly the same in form. Clearly, Ai Ă Aj and
Ai Ă Xi, so that Ai Ă Aj XXi.

Now if σ P Aj X Xi but σ R Ai, then σ is in Bi or Di since Ai,Bi,Di
is a partition of Xi by definition. It follows that σ is in Bj or Dj , a
contradiction, since σ is in Aj and Aj ,Bj ,Dj is a partition of Xj . Thus
Ai Ą Aj XXi.

2Ñ1 This follows directly from the definition.

Let X “ pXi, κiqiPQ0 be a quiver complex, and w “ pAi, wi : Bi Ñ DiqiPQ0 an
acyclic matching of X. For every vertex i P Q0, associated to the acyclic matching
wi of pXi, κiq is the Morse complex pAi, pκiqwiq, by part 1 of Theorem 3.1.1. To
simplify the notation, we write κ̃i for pκiqwi .

Definition 3.3 (Morse quiver complex). In the setting given above, the col-
lection of complexes A “ pAi, κ̃iqiPQ0 is called the Morse quiver complex of X
associated to the acyclic matching w.

Lemma 3.2.3 shows that A is indeed a quiver complex. To prove Lemma 3.2.3,
let us first show the following technical lemma.
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Lemma 3.2.2. Let X “ ppX1, κ1q Ñ pX2, κ2qq be a quiver complex over the
quiver ~A2 and

pAi, wi : Bi Ñ Diqi“1,2

an acyclic matching of X. Suppose that σ, τ P A2 Ă X2 with a connection
p “ pβ1, . . . , βnq : σ ù τ in X2. If σ P A1, then τ is also in A1 and moreover
βi P X1 for all i P t1, . . . , nu.

Proof. Suppose that σ P A1 Ă X1. Since β1 is a boundary face of σ, β1 P X1

and so β1 P X1 X B2 “ B1.
If βi P B1, then w2pβiq “ w1pβiq P D1 Ă X1. Furthermore, βi`1 is a boundary

face of w2pβiq by definition, and so βi`1 P X1 and thus βi`1 P X1 X B2 “ B1.
Inductively, we get that βi P B1 for all i P t1, . . . , nu. The final step is to note
that τ is a boundary face of w2pβnq “ w1pβnq P D1 Ă X1, so τ P X1. Since τ is
also in A2, we get that τ P A1.

The following justifies calling the Morse quiver complex as such, since it is
in fact a quiver complex.

Lemma 3.2.3. Let X be a quiver complex over Q, and w be an acyclic matching
of X, as above. Then, for every arrow α : i Ñ j in Q, pAi, κ̃iq is a subcomplex
of pAj , κ̃jq. Thus, A is a quiver complex.

Proof. By definition, for each arrow α : i Ñ j in Q1, Ai Ă Aj as sets. To show
that pAi, κ̃iq is a subcomplex of pAj , κ̃jq, we need to check the following two
conditions.

1. κ̃j |AiˆAi “ κ̃i.

2. For any σ, τ P Aj , if σ P Ai and τ is a face of σ (in pAj , κ̃jq), then τ P Ai.

Let σ, τ P Ai Ă Aj . By definition,

κ̃jpσ, τq “ κjpσ, τq `
ÿ

p:σùτ in Xj

εjppq,

as given in Eq. (3.1). Since pXi, κiq is a subcomplex of pXj , κjq,

κipσ, τq “ κjpσ, τq

follows from definition. Furthermore, since σ P Ai Ă Xi, Lemma 3.2.2 shows
that τ P Ai Ă Xi, that all the cells in any connection p : σ ù τ are in Xi, and
thus εjppq “ εippq. From this, we conclude that

κ̃jpσ, τq “ κ̃ipσ, τq,

and the first condition holds.
It suffices to show the second condition for τ a boundary face of σ. So suppose

that κ̃jpσ, τq ‰ 0 for some σ P Ai and τ P Aj . Then, either κjpσ, τq ‰ 0, or there
is a connection p : σ ù τ . In the first case we get τ P Xi since pXi, κiq is a
subcomplex of pXj , κjq. Because τ P Aj , it is also in Ai. In the second case, it
follows from Lemma 3.2.2 that τ P Ai.
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Let a quiver complex X over a quiver Q be given. Recall that by Lemma 2.4.1,
for any q ě 0, CqpXq is a representation of pQ, cq, where c is the set of commuta-
tivity relations of Q. Moreover, the chain complex of X, CpXq “ pCqpXq, Bqqq is
a chain complex over modKQ{I – reppQ, cq, where KQ{I is the algebra of the
pQ, cq.

We state our main theorem in this section.

Theorem 3.2.4. Let X be a quiver complex on a quiver Q, and let w “ pAi, wi :
Bi Ñ DiqiPQ0 be an acyclic matching on X, with associated Morse quiver complex
A. Then, the chain complexes CpXq and CpAq are chain equivalent. Thus, for
all q ě 0, the KQ{I-modules HqpXq and HqpAq are isomorphic.

The rest of this section is devoted to proving Theorem 3.2.4 above. Before
giving the proof, let us first explain the proof technique. Similar to the proof of
Theorem 3.1.1, we shall use a one-step reduction, by defining the quiver complex
Xβ (in Lemma 3.2.6) induced by the removal of a pair tβ,w`pβqu for some β P B`,
for some ` P Q0.

Before going into details, first note that our definition of a quiver complex
and its acyclic matching is local at each vertex, requiring consistency only across
the arrows. Thus, when we define Xβ, we should be careful that we are using
only the local information.

Suppose that β P Bj for some j P Q0. Let us illustrate an example where
trying to remove tβ,wipβqu from all (a global view) of the complexes pXi, κiq
with β P Xi may lead to inconsistencies.

Set the base field to be K “ Z2 and consider Q “ A3pbfq, with a quiver
complex X “ pXi, κiq

3
i“1 as follows:

$

’

’

’

’

’

’

&

’

’

’

’

’

’

%

X1 “ tv0, v1, v2, e0, e1, e2, fu
B2,1f “ e0 ` e1 ` e2

B1,1e0 “ v1 ` v0

B1,1e1 “ v2 ` v1

B1,1e2 “ v0 ` v2

B0,1 “ 0

,

"

X2 “ tv0u

Bq,2 “ 0
, and

$

&

%

X3 “ tv0, v2, e0u

B1,3e0 “ v0 ` v2

B0,3 “ 0

where we have abbreviated the definitions of κip¨, ¨q by instead specifying the
values of the boundary maps

Bq,iσ “
ÿ

τPXi

κipσ, τqτ

for σ P Xi with dimσ “ q. For example, B2,1f “ e0 ` e1 ` e2 means κ1pf, e0q “

κ1pf, e1q “ κ1pf, e2q “ 1 and κ1pf, xq “ 0 for x ‰ e0, e1, e2 in X1.
This can be visualized as the following diagram of simplicial complexes:

v0 v1

v2

e0

e1e2

f Ðâ

v0

ãÑ

v0

v2
e0

.
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In particular, note that e0 in pX1, κ1q has boundary v0 ` v1, but its boundary
in pX3, κ3q is v0 ` v2. While this may seem wrong, nothing in our definition of
a quiver complex prevents this!

Now consider the acyclic matching w on X given by:

A1 “ tv0, v1, v2, e1, e2u; B1 “ te0u; D1 “ tfu; w1 : e0 ÞÑ f,

and empty acyclic matchings on pXi, κiq for i “ 2, 3. The e0 at vertex 1 is
matched to f , but the e0 at vertex 3 is matched to nothing. Thus when we
remove the pair te0, fu, we should take care that vertex 3 is not affected.

The above example motivates the following definition. It will be used fre-
quently enough that it needs to be highlighted.

Definition 3.4. Let X “ pXi, κiqiPQ0 be a quiver complex. Suppose that σ P X`

for some fixed ` P Q0. The locus of σ in ` is the set of vertices Lpσ, `q Ă Q0 with
i in Lpσ, `q if and only if there is a (possibly stationary) path in Q̄ from ` to i
such that for every vertex k on that path, σ is a cell in pXk, κkq.

In the definition above, recall that Q̄ is the underlying graph of Q so that
the paths considered above are undirected paths. Note that the locus Lpσ, `q
depends on both ` and σ. We also warn that σ P Xk does not imply that
k P Lpσ, `q, though the converse is true.

In this section, we will primarily be dealing with the loci of β P B` when
given an acyclic matching pAi, wi : Bi Ñ DiqiPQ0 . Using Lemma 3.2.1, it can
be checked that if i P Lpβ, `q, then β P Bi and that wkpβq “ wk1pβq for every
k, k1 P Lpβ, `q. We denote the common matched cell by δ.

The following technical lemma is useful for treating vertices on the boundary
of the locus.

Lemma 3.2.5. Let β P B` and let Lpβ, `q be its locus. Suppose that there is an
arrow α : iÑ j in Q0

1. If i P Lpβ, `q, then j P Lpβ, `q.

2. If i R Lpβ, `q and j P Lpβ, `q, then β and wjpβq are not in Xi.

Proof.

1. Since i P Lpβ, `q, by the definition, there exists a path p from ` to i in Q̄
such that for all vertices k on this path, β P Xk. In particular, β P Xi, so
that β P Xj since Xi Ă Xj . Extend the path p to a path p1 from ` to j by
appending the underlying edge of α : i Ñ j. From this we conclude that
j P Lpβ, `q.

2. Since j P Lpβ, `q, there exists a path p from ` to j in Q̄ such that for all
vertices k on this path, β P Xk.

If β P Xi, then extending the path p via the underlying edge of the arrow
α : i Ñ j, we get a path p1 from ` to i in Q̄ such that for all vertices k
on this path, β P Xk. This shows that i P Lpβ, `q, a contradiction. Thus
β R Xi.
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Suppose that wjpβq P Xi. Since kjpwjpβq, βq ‰ 0 by definition of an acyclic
matching, we conclude that β P Xi because pXi, κiq is a subcomplex of
pXj , κjq. This is a contradiction to what we have just proved.

Finally we can give the definition of the quiver complex Xβ. Let us call Xβ
obtained in Lemma 3.2.6 the quiver complex induced by removal of tβ,w`pβqu
from Lpβ, `q in X. Clearly, Xβ is dependent not only on β but also on `.

Lemma 3.2.6. Given a quiver complex X with acyclic matching w, fix a vertex
` P Q0 and a β P B`. Then, the collection of complexes:

pXβqi “
"

pXβ
i , κ

β
i q if i P Lpβ, `q,

pXi, κiq otherwise,

forms a quiver complex Xβ. Here, each pXβ
i , κ

β
i q is the complex induced by

removal of tβ,wipβqu from pXi, κiq, as in the previous section.

Proof. To show that this is a quiver complex, let us first define µ “ pA1i, µi :
B1 Ñ D1qiPQ0 , a collection of acyclic matchings, one for each pXi, κiq.

Recall that for every k, k1 P Lpβ, `q, wkpβq “ wk1pβq and that this common
matched cell is denoted by δ. For i P Lpβ, `q, let

A1i “ Xiztβ, δu,
B1i “ tβu,
D1i “ tδu,
µi : β ÞÑ δ.

Note that this is well-defined, since i P Lpβ, `q implies that β P Bi and δ “
wipβq P Di. For i R Lpβ, `q, define µi to be the empty acyclic matching on
pXi, κiq.

In fact, µ is an acyclic matching of X. We need only check the consistency
conditions given in Definition 3.2, for each arrow α : i Ñ j. By Lemma 3.2.5,
part 1, it is not possible to have i P Lpβ, `q and j R Lpβ, `q, so there are only
three cases to check.

Case 1: i, j P Lpβ, `q. The inclusions

A1i “ Xiztβ, δu Ă A1j “ Xjztβ, δu,

B1i “ tβu Ă B1j “ tβu,
D1i “ tδu Ă D1j “ tδu

hold, and µi and µj are in fact the same maps.

Case 2: i R Lpβ, `q and j P Lpβ, `q. Here,

A1i “ Xi Ă A1j “ Xjztβ, δu,

B1i “ H Ă B1j “ tβu,
D1i “ H Ă D1j “ tδu,
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where the first inclusion above follows from the fact that β and δ “ wjpβq are
not in Xi, by the second part of Lemma 3.2.5. The fact that µi “ H is equal to
µj restricted to B1i “ H is vacuously true.
Case 3: i, j R Lpβ, `q. This case is trivial.

By definition, Xβ is the Morse quiver complex of X associated to the acyclic
matching µ. From Lemma 3.2.3 we conclude that Xβ is a quiver complex.

Since Xβ is a quiver complex on Q, its chain complex CpXβq is a chain
complex over reppQ, cq by Lemma 2.4.1. Next, we show that CpXq and CpXβq
are chain equivalent. First, we need to construct the appropriate collections of
morphisms. For each q ě 0, i P Q0, define

ψβq,i : CqpXiq “ CqpXiq Ñ CqppXβqiq

to be

ψβq,i “

"

ψq,i : CqpXiq Ñ CqpX
β
i q if i P Lpβ, `q,

1 : CpXiq Ñ CpXiq otherwise,

where each ψq,i is the map induced by the removal of tβ,wpβqu from pXi, κiq at
fixed vertex i, as defined in Eq. (3.4). Similarly, define

ψβq,i : CqppXβqiq Ñ CqpXiq “ CqpXiq

by

φβq,i “

"

φq,i : CqpX
β
i q Ñ CqpXiq if i P Lpβ, `q,

1 : CpXiq Ñ CpXiq otherwise,

where φq,i is induced from the removal of tβ,wpβqu from pXi, κiq at fixed vertex
i, as in Eq. (3.5). We apologize to the reader for the proliferation of indices.

For each q ě 0, we form the collections

ψβq “ pψ
β
q,iqiPQ0 and φβq “ pφ

β
q,iqiPQ0

and define ψβ “ pψβq qqě0 and φβ “ pφβq qqě0.
To visualize ψβ, we provide the following. For any arrow α : iÑ j in Q1 and

for any q ě 1, we have a diagram

CqpXiq CqppXβqiq

Cq´1pXiq Cq´1ppXβqiq

CqpXjq CqppXβqjq

Cq´1pXjq Cq´1ppXβqjq

ψβq,i

Bq,i

ι

ι

B
β
q,i

ψβq´1,i

ι
ψβq,j

Bq,j

B
β
q,j

ψβq´1,j

ι
(3.7)
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that we have not yet shown to be entirely commutative. Note that the spaces
on the right face depend on the membership of i and j in the locus of β in
`, Lpβ, `q. The commutativity of left and right faces follow from the fact that

pXi, κiq is a subcomplex of pXj , κjq and pXβ
i , κ

β
i q is a subcomplex of pXβ

j , κ
β
j q

by Lemma 3.2.6. Then Lemma 2.2.1 can be applied. The next two propositions
show that Diagram (3.7) is in fact commutative.

Proposition 3.2.7. For each q ě 0, ψβq “ pψβq,iqiPQ0 : CqpXq Ñ CqpXβq and

φβq “ pφ
β
q,iqiPQ0 : CqpXβq Ñ CqpXq as defined above are morphisms of represen-

tations of pQ, cq.

Proof. We divide the proof into two parts, one for ψβq and the other for φβq .

1. For fixed q ě 0, and for any arrow α : i Ñ j, we need to show the
commutativity of

CqpXiq CqppXβqiq

CqpXjq CqppXβqjq.

ψβq,i

ψβq,i

As in the proof of Lemma 3.2.6, there are three cases.

Case 1: i, j P Lpβ, `q. As discussed above, it can be checked that β is in
both Bi and Bj , and that wipβq “ wjpβq. For x P Xi with dimx “ q,

ιψβq,ipxq “

$

’

’

&

’

’

%

0 if x “ wipβq,

´
ř

σPXβ
i

κipwipβq,σq
κipwipβq,βq

σ if x “ β,

x otherwise.

On the other hand,

ψβq,jιpxq “

$

’

’

&

’

’

%

0 if x “ wjpβq,

´
ř

σPXβ
j

κjpwjpβq,σq
κjpwjpβq,βq

σ if x “ β,

x otherwise.

(3.8)

We only need to check the equality in the case that x “ β.

In the summation in Eq. (3.8), suppose that for some σ P Xβ
j , the term

κjpwjpβq, σq ‰ 0 contributes a nonzero summand. Then, we claim that σ P

Xβ
i . Since pXβ

i , κ
β
i q is a subcomplex of pXβ

j , κ
β
j q and wjpβq “ wipβq P Xi,

it follows that σ P Xi. Since σ P Xβ
j by assumption, σ P Xβ

i , as required.

Thus the summation in Eq. (3.8) can be taken over σ P Xβ
i . Moreover,

κjpwjpβq, σq “ κipwipβq, σq since both σ and wipβq “ wjpβq are in Xi.
Similarly, κjpwjpβq, βq “ κipwipβq, βq. This shows the desired equality.

Case 2: i R Lpβ, `q and j P Lpβ, `q. By definition, pXβqi “ Xi and ψβq,i is
the identity.
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For all x P Xi with dimx “ q,

ιψβq,ipxq “ x “ ψβq,jιpxq

where the equality on the right follows from definition of ψq,j and the fact
that x P Xi cannot be equal to β nor wjpβq, since Lemma 3.2.5, part 2,
asserts that β,wjpβq R Xi.

Case 3: i, j R Lpβ, `q. This case is trivial, for both ψβq,i and φβq,i are identity
morphisms.

2. The proof for φβq is similar. For every arrow α : i Ñ j, we need to show
the commutativity of

CqpXiq CqppXβqiq

CqpXjq CqppXβqjq.

φβq,i

φβq,j

Case 1: i, j P L. By definition, β is in both Xi and Xj . Then, for every

x P pXβqi “ Xβ
i with dimx “ q,

ιφβq,ipxq “ x´
κipx, βq

κipwipβq, βq
wipβq

and

φβq,jιpxq “ x´
κjpx, βq

κjpwjpβq, βq
wjpβq.

These are clearly equal.

Case 2: i R Lpβ, `q, j P Lpβ, `q. By definition, φβq,i is the identity mor-
phism.

We claim if x P Xi, then κjpx, βq “ 0. If this were not the case, then β P Xi

since pXi, κiq is a subcomplex of pXj , κjq. This contradicts Lemma 3.2.5,
part 2. Thus, for x P Xi with dimx “ q,

φβq,jιpxq “ x´
κjpx, βq

κjpwjpβq, βq
wjpβq “ x “ ιφβq,ipxq

as required.

Case 3: i, j R L. This case is trivial.

Incidentally, Proposition 3.2.7 shows the commutativity of the front and
back faces of the cube in Diagram (3.7). We have the following analogue of
Lemma 3.1.3.

Proposition 3.2.8.
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1. The collection of morphisms ψβ : CpXq Ñ CpXβq and φβ : CpXβq Ñ CpXq
are chain maps.

2. Moreover, ψβφβ “ 1CpXβq and φβψβ „ 1CpXq.

Thus CpXq „ CpXβq.

Proof.

1. To show that ψβ and φβ are chain maps, we need to check that for all
q ě 0:

(a) ψβq and φβq are morphisms of representations, and

(b) Bβq ψ
β
q “ ψβq´1Bq and Bqφ

β
q “ φβq´1B

β
q

Part (a) is shown in Proposition 3.2.7. It suffices to check the equalities
in (b) for each vertex i P Q0. In other words, we only need to show the
commutativity of the top face in Diagram (3.7) for any vertex i P Q0.

For a fixed i P Lpβ, `q, Lemma 3.1.3 shows that the collection ψβq,i over all
q ě 0 is a chain map, so that

B
β
q,iψ

β
q,i “ ψβq´1,iBq,i

as required. Otherwise, if i R Lpβ, `q, pψβq,iqqě0 is the identity morphism
and the above equality is automatically satisfied.

This shows that ψβ is a chain map. The proof for φβ being a chain map is
similar.

2. Since ψβq,iφ
β
q,i “ 1CqppXβqiq for every i P Lpβ, `q by Lemma 3.1.3, and for

i R Lpβ, `q, ψβq,iφ
β
q,i “ 1CqppXβqiq “ 1CqpXiq by definition,

ψβφβ “ 1CpXβq.

Let us now prove that φβψβ „ 1CpXq by constructing the required homo-

topy. For each vertex i P Lpβ, `q, let φβi “ pφ
β
q,iqqě0 and ψβi “ pψ

β
q,iqqě0. We

already know that φβi ψ
β
i „ 1CpXiq, via Lemma 3.1.3. For every i P Lpβ, `q,

θq,i : CqpXiq Ñ Cq`1pXiq

x ÞÑ

" 1
κipwipβq,βq

wipβq if x “ β

0 otherwise

(3.9)

provides a homotopy between φβi ψ
β
i and 1CpXiq.

Form the collection θq “ pθq,iqiPQ0 , where θq,i is as defined in Eq. (3.9) for
i P Lpβ, `q, and θq,i “ 0 otherwise. For each q ě 0, θq is a morphism of
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representations θq : CqpXq Ñ Cq`1pXq. This can be checked by showing
the commutativity of

CqpXiq Cq`1pXiq

CqpXjq Cq`1pXjq

θq,i

ι ι

θq,j

for each q ě 0, for each arrow α : i Ñ j. Let x P Xi with dimx “ q. If x
is not β, then ιθq,ix “ 0 “ θq,jιx independent of the membership of i and
j in Lpβ, `q. Thus we only need to check the cases for when x “ β.

Case 1: i, j P Lpβ, `q. For x “ β P Xi Ă Xj and if dimx “ q, it is clear
that

ιθq,iβ “
1

κipwipβq, βq
“

1

κjpwjpβq, βq
“ θq,jιβ.

Case 2: i R Lpβ, `q, j P Lpβ, `q. By part 2 of Lemma 3.2.5, β R Xi so
there is nothing to check.

Case 3: i, j R Lpβ, `q. This case is still trivial.

Finally,
φβqψ

β
q ´ 1CqpXq “ θq´1Bq ` Bq`1θq

can be checked “vertex-wise”, using Lemma 3.1.3 for vertices i P Lpβ, `q,
and the fact that 1 ¨ 1´ 1 “ 0Bq,i ` Bq´1,i0 for vertices i R Lpβ, `q.

This shows that θ “ pθqq is provides a homotopy between φβψβ and 1CpXq.

Finally, we can provide the proof for Theorem 3.2.4

Proof of Theorem 3.2.4. If all acyclic matchings wi in w were empty, then there
is nothing to do. Suppose that there a vertex ` P Q0 with a nonempty acyclic
matching w`. Arbitrarily choose a β P B`.

By the construction above, we let Xβ be induced by removal of the pair
tβ,wpβqu from Lpβ, `q in X as given in Lemma 3.2.6. From Proposition 3.2.8, it
follows that CpXq „ CpXβq.

To iterate this procedure, we need to show that the acyclic matching w of
X induces an acyclic matching w1 of Xβ. For each vertex i P Q0, wi induces
an acyclic matching w1i on pXβqi, as in Definition 3.1. Let us explicitly write
down these acyclic matchings. In the case that i R Lpβ, `q, w1i is the same as
wi “ pAi, wi : Bi Ñ Diq. Otherwise, it is w1i “ pAi, w1i : B1i Ñ D1iq where
B1i “ Biztβu, D1i “ Diztwipβqu, and w1ipbq “ wipbq for each b P B1i.

Then, to show that the collection w1 “ pw1iqiPQ0 defines an acyclic matching
of Xβ, we need to check the consistency across arrows α : iÑ j.
Case 1: i, j P Lpβ, `q. Note that wipβq “ wjpβq. The inclusions

Ai Ă Aj ,
B1i “ Biztβu Ă B1j “ Bjztβu,

D1i “ Diztwipβqu Ă D1j “ Djztwjpβqu
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are satisfied. Moreover, for any b P B1i, w1jpbq “ wjpbq “ wipbq “ w1ipbq.

Case 2: i R Lpβ, `q and j P Lpβ, `q. By part 2 of Lemma 3.2.5, β,wjpβq R Xi.
Hence,

Ai Ă Aj ,
Bi Ă B1j “ Bjztβu,
Di Ă D1j “ Djztwjpβqu,

and for b P Bi, b ‰ β so that w1jpbq “ wjpbq “ wipbq, as required.

Case 3: i, j R Lpβ, `q. In this case, w1i “ wi and w1j “ wj and so the required
conditions hold because w is an acyclic matching.

Repeated application of the above construction of the induced quiver complex
and induced acyclic matching gives us the result. Note that at each step, the
number defined as

ÿ

iPQ0

|Bi|,

the total cardinality of the sets Bi, strictly decreases. After a finite number of
iterations we are left with an empty acyclic matching. At this point, the induced
quiver complex is the same as A, which can be checked vertex-wise and applying
Lemma 3.1.4 as in the previous section.

Thus, CpXq „ CpAq and the theorem is proved.

3.3 Algorithm and numerical examples

In this section, we give an algorithm for computing an acyclic matching for an
input quiver complex X “ pXi, κiqiPQ0 . We make the simplifying assumption
that there is a complex pX,κq such that pXi, κiq is a subcomplex of pX,κq for
every i P Q0. This pX,κq does not necessarily have to be a complex in X. The
assumption above will allow us to talk of cells in a global manner. For example,
given the quiver complex

Xs Xs Y Ys Ys

Xr Xr Y Yr Yr

,

on the commutative triple ladder, each complex is a subcomplex of Xs Y Ys.

Of course in the general case, this assumption may not hold. Instead, given
a quiver complex X, let us construct a complex pX,κq. We then show that we
can rename the cells in each pXi, κiq to get complexes pX̂i, κ̂iq with the property
pX̂i, κ̂iq is a subcomplex of pX,κq for each i P Q0. We identify the complexes
pXi, κiq in X with the complexes pX̂i, κ̂iq consisting of the renamed cells. Let us
show this construction below.

Let
Ů

iPQ0

Xi “ tpσ, iq|σ P Xi, i P Q0u be the disjoint union of the complexes

of X. Define an equivalence relation on
Ů

iPQ0

Xi by pσ, iq „ pτ, jq if and only if
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σ “ τ and there is a path p in Q̄ from i to j such that for all vertices ` on the
path p, σ P X`. That „ is an equivalence relation can be easily checked.

Let σ P Xi. Recall that the locus Lpσ, iq of σ at i is defined to be the set of
vertices j in Q0 such that there is a (possibly stationary) path p in Q̄ from i to
j satisfying the property that σ P Xk for any vertex k on the path p. Note that
pσ, iq „ pτ, jq if and only if σ “ τ , and j P Lpσ, iq or i P Lpτ, jq. Moreover, if
m P Lpσ, iq, then Lpσ, iq “ Lpσ,mq.

Let X “
Ů

iPQ0

Xi{ „ and denote the equivalence class of pσ, iq by rσ, is P X.

The set X is given a grading from the gradings on Xi. That is, Xq “ trσ, is |
dimσ “ qu.

In order to define an incidence map κ : X ˆ X Ñ K, let us show that
the incidence maps κ`pσ, τq are consistent over Lpσ, iq. First, let us show the
following technical lemma.

Lemma 3.3.1. Let σ P Xi, τ P Xj. If there exists some ` P Q0 such that
` P Lpσ, iq X Lpτ, jq and κ`pσ, τq ‰ 0, then, i P Lpτ, jq and kipσ, τq “ k`pσ, τq.

Proof. This is equivalent to showing that τ P Xi, pτ, jq „ pτ, iq, and kipσ, τq “
k`pσ, τq. By definition, ` P Q0 has the property that pσ, iq „ pσ, `q and pτ, jq „
pτ, `q, and so there is a path p in Q̄ from i to ` such that σ P Xk for all vertices
k in p.

Let the vertices of the path p from i to ` be

kN “ i, kN´1, . . . , k1, ` “ k0,

in that order. By induction over s “ 0, . . . , N , let us show that for all s “
t0, . . . , Nu, τ P Xks and pτ, jq „ pτ, ksq and κkspσ, τq “ κ`pσ, τq. The case s “ 0
is true. In this case, ks “ ` and the statement follows from definition.

Now suppose that the statement is true for some 0 ď s ă N . Since ks`1 and
ks are adjacent vertices on a path in Q̄, then either there is an arrow ks`1 Ñ ks
or there is an arrow ks`1 Ð ks in Q. In the first case, Xks`1 is a subcomplex
of Xks . Since σ P Xks`1 , and κkspσ, τq ‰ 0, then τ P Xks`1 . In the second case,
τ P Xks`1 follows from the fact that Xks is a subset of Xks`1 .

In either case, τ P Xks`1 , and ks`1pσ, τq “ kspσ, τq “ k`pσ, τq is clear. By
inductive hypothesis, pτ, jq „ pτ, ksq and so there is a path path p1 in Q̄ from j
to ks such that τ P Xm for all vertices m in p1. Extend the path p1 by underlying
edge of the arrow between ks`1 and ks. This shows that pτ, jq „ pτ, ks`1q.

By induction, the statement is true for all s “ 0, . . . , N and in particular
true for s “ N , kN “ i.

Lemma 3.3.2. Let σ P Xi, τ P Xj. If there exists some ` P Q0 such that ` P
Lpσ, iq X Lpτ, jq and κ`pσ, τq ‰ 0, then Lpσ, iq Ă Lpτ, jq and κmpσ, τq “ κ`pσ, τq
for all m P Lpσ, iq.

Proof. Note that for any m P Lpσ, iq, Lpσ,mq “ Lpσ, iq. Substituting, ` P
Lpσ,mq X Lpτ, jq and κ`pσ, τq ‰ 0. By the previous lemma, m P Lpτ, jq and
κmpσ, τq “ κ`pσ, τq. This also shows that Lpσ, iq Ă Lpτ, jq.
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Given a filtration, recall that the birth index of a cell σ is the smallest
index i such that σ P Xi. The above result (roughly) states that the locus of
a boundary face τ of σ should contain the locus of σ. This result is analogous
to the fact that in the filtration case, the birth index of a boundary face of σ
should be no larger than the birth index of σ. Indeed, in the filtration case,
Lpσ, `q “ ti|bpσq ď i ď nu, where bpσq is the birth index of σ.

Now, define a map κ : X ˆX Ñ K by

κprσ, is, rτ, jsq “

"

κ`pσ, τq if D` P Q0 such that ` P Lpσ, iq X Lpτ, jq
0 otherwise.

(3.10)

By Lemma 3.3.2, this definition is well-defined. If κ`pσ, τq above is nonzero,
Lemma 3.3.2 shows that this is equal to κmpσ, τq for any m P Lpσ, iq “ Lpσ, iqX
Lpτ, jq.

Lemma 3.3.3. Given pX,κq as defined above, pX,κq is a complex.

Proof. We need to show that κ defined in Eq. (3.10) is an incidence map. The
condition that κprσ, is, rτ, jsq ‰ 0 implies dimrσ, is “ dimrτ, js ` 1 obviously
holds. Let us show that the summation

ÿ

rσ,jsPX

κprρ, is, rσ, jsqκprσ, js, rτ, ksq

is zero for any fixed rρ, is, rτ, ks P X.
Consider only rσ, js P X contributing nonzero summands. By definition of κ

and together with Lemma 3.3.2, Lpρ, iq Ă Lpσ, jq,

κprρ, is, rσ, jsq “ κipρ, σq

and similarly, Lpσ, jq Ă Lpτ, kq so that i P Lpρ, iq Ă Lpσ, jq Ă Lpτ, kq,

κprσ, js, rτ, ksq “ κipσ, τq.

Thus,

ř

rσ,jsPX

κprρ, is, rσ, jsqκprσ, js, rτ, ksq “
ř

rσ,isPX

κprρ, is, rσ, isqκprσ, is, rτ, isq

“
ř

σPXi

κipρ, σqκipσ, τq

“ 0,

as claimed.

Finally, rename the cells of all pXi, κiq by replacing σ by rσ, is. This gives
the same complex. Strictly speaking, we want to define a category of complexes
and identify pXi, κiq with the complex pX̂i, κ̂iq containing the renamed cells by
an isomorphism in that category. We skip this category-theoretic complication.

Let us show that for every i P Q0, pX̂i, κ̂iq is a subcomplex of pX,κq. By
definition, X̂i Ă X as sets. For any rσ, is, rτ, is P X̂i corresponding to σ, τ P Xi,

κprσ, is, rτ, isq “ κipσ, τq “ κ̂iprσ, is, rτ, isq
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by definition. Moreover, if κprσ, is, rτ, jsq ‰ 0 for some rσ, is, rτ, js P X, then
by Lemma 3.3.1 we have i P Lpτ, jq and so τ P Xi and rτ, js “ rτ, is. Thus,
rτ, is P X̂i corresponding to τ P Xi.

Next, we give the following lemma, which we will later use to explain the
strategy behind the algorithm for computing an acyclic matching for X.

Lemma 3.3.4. Let pX,κq be a complex with an acyclic matching pA, w : B Ñ
Dq.

1. Let pX 1, κ1q be a subcomplex of pX,κq. If for every β P B, β P X 1 if and
only if wpβq P X 1, then w induces an acyclic matching pA1, w1 : B1 Ñ D1q
on X 1 defined by:

B1 “ B XX 1
D1 “ D XX 1
A1 “ X 1zpB1 YD1q

w1pβq “ wpβq for β P B1.

2. With the hypothesis of part 1, let pA, κ̃q be the Morse complex of pX,κq
associated to w, and pA1, κ̃1q the Morse complex of pX 1, κ1q associated to
w1. Then for every σ, τ P A1,

κ̃1pσ, τq “ κ̃pσ, τq.

3. Let X “ pXi, κiqiPQ0 be a quiver complex over Q such that for every i P Q0,
pXi, κiq is a subcomplex of pX,κq. Suppose that pA, w : B Ñ Dq is an
acyclic matching of pX,κq. If for every β P B and for each i P Q0, β P Xi

if and only if wpβq P Xi, then the collection of acyclic matchings w1i on
pXi, κiq induced by w, as above, forms an acyclic matching pw1iq of X.

Proof.

1. The required properties are easy to check.

2. In this setting, pX 1, κ1q ãÑ pX,κq can be viewed as a quiver complex on
the quiver ~A2 : ˝ ˝ . Moreover, by definition of w1, the pair of
acyclic matchings w1, w forms an acyclic matching of this quiver complex.
It follows from Lemma 3.2.3 that

pA1, κ̃1q pA, κ̃q

is a quiver complex. In particular, pA1, κ̃1q is a subcomplex of pA, κ̃q so
that for every σ, τ P A1,

κ̃1pσ, τq “ κ̃pσ, τq.

3. For every i, w induces an acyclic matching w1i on pXi, κiq by the first part
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of this lemma. For any arrow α : iÑ j in Q1, it can be checked that

Bi “ B XXi “ B X pXj XXiq

“ Bj XXi,
Di “ D XXi “ D X pXj XXiq

“ Dj XXi

Ai “ XizpBi YDiq
“ rXjzpBj YDjqs XXi

“ Aj XXi

w1ipβq “ wpβq
“ w1jpβq for β P Bi.

It follows from Lemma 3.2.1 that w1 “ pw1iq is an acyclic matching of X.

The strategy of the algorithm is as follows. Let X “ pXi, κiqiPQ0 be a quiver
complex and pX,κq a complex such that for each i P Q0, pXi, κiq is a subcomplex
of pX,κq. We compute an acyclic matching w for pX,κq satisfying the condition
that for every β P B, β P Xi if and only if wpβq P Xi. By Lemma 3.3.4, part 3,
pw1iq induced from w is an acyclic matching of X. Moreover, by computing the
incidence map κ̃ of pA, κ̃q, we also get the incidence maps κ̃i for each pAi, κ̃iq in
A.

We use the algorithm given in [30], with some modifications. We have to
be careful that the acyclic matching we produce satisfies the hypothesis in
Lemma 3.3.4. To this end, define the birth indicator function of a cell σ P X,
bpσq : Q0 Ñ t0, 1u, by

bpσqpiq “

"

1 if σ P Xi,
0 otherwise.

At initialization, place all the cells of pX,κq into a set U of the unprocessed
cells. We also need the following definitions. The boundary of a cell σ, relative
to the current state of the unprocessed cells, is

BUσ “
ÿ

τPU

κpσ, τqτ,

while its coboundary is

cbU pσq “ tρ P U | κpρ, σq ‰ 0u.

The algorithm will iterate through the cells in U . While the set U of un-
processed cells in not empty, we take a cell of minimal dimension and make it
critical. At the end, the set of critical cells will be the cells of the Morse complex
A. The rest of the cells are paired up by w.

Recall that an elementary coreduction pair [31] (relative to U) is a pair pβ, δq
of cells, such that BUδ “ uβ, for some u ‰ 0 in K. The algorithm looks for
elementary coreduction pairs to remove. We define the acyclic matching by
setting wpβq “ δ, for every pair pβ, δq sent to RemovePair. However, we also
require that all pairs pβ, δ “ wpβqq so extracted satisfy bpδq “ bpβq.
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Now, the removal of a cell (either by being declared critical, or being removed
as part of a pair) may cause its coboundary cells to become part of some ele-
mentary coreduction pair pβ, δq. We insert the coboundary cells into a queue Q
that keeps track of candidate δ cells. The queue structure should have a guard
in place to ensure that each cell gets queued no more than once into Q for each
iteration of the outer while loop.

We also define the gradient chain gp¨q for every cell. At initialization, we
set gpσq “ 0. As we progressively remove cells, the values of gpσq will change,
reflecting the changes made to the incidence map. Then, when a cell A is made
critical, gpAq contains the boundary of A in the resulting Morse complex, BAσ.

procedure UpdateGradientChain(σ)
for ρ P cbU pσq do

if σ “ A P A then
gpρq Ð gpρq ` κpρ,AqA

else
gpρq Ð gpρq ` κpρ, σqgpσq

procedure RemovePair(β, δ, d)
remove: δ from U
enqueue: cbU pβq in Q
if dimβ “ d then

gpβq Ð ´
gpδq
u

UpdateGradientChain(β)

remove: β from U

procedure MakeCritical
choose: A P U of minimal di-

mension
add: A to A
UpdateGradientChain(A)
remove: A from U
BAAÐ gpAq
return A

procedure MorseReduce(U, κ, b)
while U ‰ H do

AÐMakeCriticalpq
Q Ð new Queue
enqueue: cbU pAq in Q
while Q ‰ H do

dequeue: ξ from Q
if BUξ “ 0 then

enqueue: cbU pξq in Q
else if BU pξq “ u ¨ η with bpξq “ bpηq, u ‰ 0 then

RemovePair(η, ξ, dimA)

return A, BA

The following theorem is simply Theorem 5.1 and Proposition 5.2 of [30],
applied to the trivial filtration of pX,κq.

Theorem 3.3.5 ([30, Theorem 5.1]). The algorithm MorseReduce terminates
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with an acyclic matching pA, w : B Ñ Dq of pX,κq defined by

B “ tβ | pβ, δq was sent to RemovePair.u

D “ tδ | pβ, δq was sent to RemovePair.u

and wpβq “ δ for all pβ, δq sent to RemovePair. Moreover, for cells A,A1 P A:

κ̃pA,A1q “ xBAA,A1y.

Finally, we state the following theorem, which shows that the algorithm
computes an acyclic matching for the input quiver complex X.

Theorem 3.3.6. Given an input quiver complex X on Q and complex pX,κq
such that pXi, κiq Ă pX,κq for all vertices i P Q0, the algorithm MorseReduce
gives an acyclic matching of X, pw1iq “ pA1i, w1i : B1i Ñ D1iqiPQ0 induced from the
acyclic matching w of pX,κq as defined in Theorem 3.3.5. Moreover, for every
vertex i P Q0 and cells A,A1 P Ai,

κ̃ipA,A
1q “ xBAA,A1y.

Proof. By construction, bpβq “ bpwpβqq for every β P B. Thus, β P Xi if and
only if wpβq P Xi, for every vertex i P Q0. The result then follows immediately
from Theorem 3.3.5 and Lemma 3.3.4.

Let us give the numerical results appearing in [18, 19]. We use K “ Z2, the
finite field with two elements, and compute qth persistent homology modules
with q “ 1. The underlying quiver Q of the quiver complexes will either be
Anpτq, where n “ 8 and τ is randomized, or CL3pfbq. In either setting, the
procedures performed are the same. As the first procedure, we start with a
quiver complex X, then compute HqpXq and an indecomposable decomposition
of HqpXq.

In the case Q “ Anpτq, the computation of the indecomposable decompo-
sition uses the algorithm for zigzag persistence provided in [7]. On the other
hand, for the case Q “ CL3pfbq, we use the algorithm in [17], which we will also
discuss in the next chapter, in Section 4.4.

To compare the use of the Morse reduction algorithm we have described
above, we do the following as a second procedure.

1. Compute a Morse quiver complex A of X by MorseReduce, then

2. compute HqpAq, and an indecomposable decomposition of HqpAq.

Note that the only difference between the two procedures is whether or not we
do Morse reduction as a preprocessing step. By Theorem 3.2.4, HqpXq – HqpAq
and both procedures above give isomorphic output.

We summarize the time taken in seconds for the computations in the table
below. The column under twithout (first procedure) contains the total times
taken for computing without using Morse reductions and working with HqpXq,
while twith (second procedure) gives the total times taken for following the steps
above. This latter entry includes the time taken for first computing the Morse
quiver complex A with the time taken to compute HqpAq and its indecomposable
decomposition. We also provide the sizes of the quiver complexes, |X| and |A|.
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# Q |X| |A| twithout twith

1 A8pτq 2001 977 8.868 0.841

2 A8pτq 2000 1012 8.792 0.732

3 A8pτq 2004 1076 10.849 1.293

4 CL3pfbq 15,341 2,777 903.31 39.53

5 CL3pfbq 17,626 7,164 3497.55 143.41

6 CL3pfbq 32,540 7,834 5162.12 42.34

As expected, |A| ă |X|. In all cases above, using Morse reduction as a prepro-
cessing step reduces the total computation time needed for the whole procedure.

Now, the algorithm we used for the computation of the indecomposable de-
composition of the persistent homology modules may not be the most efficient
available. However, in the testing we performed above, the same algorithm has
been used for both trials. Thus, any improvements to the persistent homology
algorithm should improve both twithout and twith.





Chapter 4

Representation Theory of
Quivers

Motivated by a practical application, we proposed the study of persistent homol-
ogy on the commutative ladder quivers CLnpτq. More generally, we have seen
that the persistent homology HqpXq of a quiver complex X is a representation of
a quiver bound by commutativity. By the equivalence between representations
and modules given in Theorem 2.3.1, we can view HqpXq as an A-module, where
A is the algebra of the bound quiver.

This brings us to the study of modules over K-algebras. We first provide a
review in Section 4.1 of the general material concerning the Auslander-Reiten
theory of modules over algebras. We then apply these general techniques to
the representations of commutative ladder quivers, and interpret the resulting
theory from the point of view of topological data analysis.

4.1 Auslander-Reiten theory

In this section, we provide a review of the basics of Auslander-Reiten theory.
For more detailed treatments, we refer the reader to the books [2, 3, 5]. We omit
some of the proofs and instead provide links to the references. The exposition
here is oriented towards applications to persistent homology, and we provide
perspectives from this viewpoint.

We use the path algebra K~An of the quiver ~An to provide examples. Recall
from the introduction and background chapters that a filtration is a quiver com-
plex over ~An, and that its persistent homology is a representation of ~An, and
thus a K~An-module. By our use of K~An, we give hints as to how the general
theory in this section can be applied to persistent homology on the commutative
ladders. This application will be developed in the later sections.

In the first subsection, we discuss several functors that will be used later for
computations. In the second subsection, we introduce one of the main objects
in Auslander-Reiten theory, the almost split sequences. A similar discussion can
be made in general for Artin algebras, but we restrict our attention to finite-
dimensional K-algebras over a field K which is not required to be algebraically
closed.

67
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4.1.1 Transpose and translations

Let A be a finite-dimensional K-algebra. Recall that modA is the category
of finite-dimensional A-modules. A minimal projective presentation of M is an
exact sequence

P1 P0 M 0
p1 p0

(4.1)

where P0 and P1 are projective modules and pi : Pi Ñ Im pi are projective covers
for i “ 0, 1. By Proposition 2.5.2, it follows that for any M P modA, M has a
minimal projective presentation. Of course, if M “ P is projective, then it has
a minimal projective presentation

0 P P 0.1

Given an indecomposable nonprojective module M , apply the contravariant
functor p´qt “ HomAp´, Aq to its minimal projective presentation in Eq. (4.1).
Since p´qt is left exact,

0 M t P t0 P t1 Coker pt1 0
pt0 pt1

is an exact sequence in modAop. The transpose of M , denoted by TrM , is
defined to be the Aop-module Coker pt1. Note that TrM is unique up to isomor-
phism, by the uniqueness of minimal projective presentations.

So far, we only describeM ÞÑ TrM as a map from objects in modA to objects
in modAop. To properly define a functor, we do the following construction.
Recall that the arrow category arrC of a K-category C has objects consisting
of the morphisms between objects in C. Let projA be the full subcategory of
modA consisting of projective A-modules.

We define the functor Coker : arr projA Ñ modA. The functor Coker is
defined on objects by Cokerpf : P1 Ñ P0q “ Coker f . Given a morphism
pg1, g2q : f Ñ f 1 in arr projA, Cokerpg1, g2q is the unique morphism that makes
the diagram

P1 P0 Coker f 0

P 11 P 10 Coker f 1 0

f

g1 g2 Cokerpg1,g2q

f 1

commute. Explicitly, for p ` Im f P Coker f , define Cokerpg1, g2qpp ` Im fq “
g2p ` Im f 1. To show that this is well-defined, note that if p ´ p1 P Im f , then
g2p ´ g2p

1 P g2pIm fq Ă Im f 1 since g2f “ f 1g1. Checking the other claimed
properties is also easy.

As defined above, the functor Coker is not an equivalence. One way to get
an equivalence is the following. First, we define the two-sided ideal Ppf, f 1q of
arrpprojAq to consist of morphisms pg1, g2q : pf : P1 Ñ P0q Ñ pf 1 : P 11 Ñ P 10q
such that there is some h : P0 Ñ P 11 satisfying f 1h “ g2 or hf “ g1, as in the
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diagram

P1 P0

P 11 P 10.

f

g1 h g2

f 1

On the other hand, a morphism f : M Ñ N is said to factor through a
projective module if there is a projective module P and a factorization f “ hg
with h : P Ñ N , g : M Ñ P . Let PpM,Nq be the two-sided ideal of modA
consisting of the morphisms f : M Ñ N that factor through a projective.

It can be shown that pg1, g2q is in Ppf, f 1q if and only if Cokerpg1, g2q P

PpM,Nq where M “ Coker f , M 1 “ Coker f 1. Let modA be the quotient
category pmodAq{P, called the projectively stable module category of A.

Proposition 4.1.1 ([3, Props. IV.1.3, IV.1.6]).

1. The functor Coker : arr projA Ñ modA induces an equivalence Coker :
parr projAq{P Ñ modA.

2. The duality p´qt : projA Ñ projAop induces a duality parr projAq{P Ñ
parr projAopq{P which induces the duality Tr : modAÑ modAop.

The second part of Prop. 4.1.1 provides the correct setting for defining the
Tr duality. Let us also list some properties of the object map

Tr : Ob modAÑ Ob modAop

defined from Tr. First, we need the following definition. By the existence and
uniqueness up to isomorphism of the indecomposable decomposition of M P

modA, we can write

M “MP ‘M
1

where MP has no nonzero projective summands and M 1 is projective. Define
modP A to be the full subcategory of modA of modules with no projective direct
summand. That is, modP A consists of M P modA such that M “MP .

Proposition 4.1.2 ([3, Prop. IV.1.7]).

1. TrM “ 0 if and only if M is projective.

2. Trp
n
À

i“1
Miq –

n
À

i“1
TrpMiq for Mi P modA.

3. Tr TrM –MP .

4. M,N P modP A then M – N if and only if TrM – TrN .

As an example, let us compute TrM for the indecomposable modules M
of the path algebra A “ K~An. As discussed in Section 2.4, the list of interval
representations Ira,bs, 1 ď a ď b ď n, gives the complete list of indecomposable
representations up to isomorphism. Here, let us abbreviate Ira,bs by ra, bs. By
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Lemma 2.5.5, the indecomposable projective representations are given by ra, ns
for 1 ď a ď n.

Some preparation is needed. First, ~An “ Anpf . . . fq has opposite quiver
Anpb . . . bq and thus the opposite of its path algebra, Aop “ pK~Anq

op, can be
identified with KAnpb . . . bq “ Kp ~Aop

n q. We similarly define the interval modules
for Aop and denote them by ra, bsop to remind us that the arrows are reversed
(compared to those in ~An). An easy computation shows that Dpra, bsq – ra, bsop.

Next, we compute pra, nsqt “ HomApra, ns, Aq. By the proof of Theorem 2.3.1,
the K-vector space associated to the vertex c of the representation correspond-
ing to the module HomApra, ns, Aq is given by HomApra, ns, Aqec. Note that
HomApra, ns, Aq is a right A-module, so we multiply by ec on the right. This is
isomorphic to the K-vector space

HomApra, ns, Aecq – HomApra, ns, rc, nsq –

"

K if c ď a,
0 otherwise.

Then, checking the action of α P A, we get

pra, nsqt – r1, asop.

Let us compute Trra, bs for ra, bs indecomposable nonprojective. By assump-
tion, b ‰ n and ra, bs has minimal projective presentation

rb` 1, ns ra, ns ra, bs 0.
p

(4.2)

Applying p´qt, we get

r1, asop r1, b` 1sop Coker pt 0
pt

with Trra, bs “ Coker pt “ ra ` 1, b ` 1sop, an Aop-module. To get back into
modA, we can apply Dp´q and get DTrra, bs “ ra` 1, b` 1sopop

– ra`1, b`1s.
We also phrase Tr in terms of more familiar functors, at least for certain

simple cases. Note that Eq. (4.2) above not only provides a minimal projective
presentation, but can also be extended to an exact sequence

0 rb` 1, ns ra, ns ra, bs 0.
p

This furnishes a projective resolution of ra, bs, from which we can compute
Ext1

Apra, bs, Aq by using HomAp´, Aq “ p´q
t to get the (not necessarily exact)

sequence

0 pra, bsqt r1, asop r1, b` 1sop 0,
pt 0

with Ext1
Apra, bs, Aq – Ker 0{ Im pt “ Coker pt “ Trra, bs.

This is no accident. First, we note that K~An is a hereditary K-algebra. In
fact, a more general result can be given.

Proposition 4.1.3 (cf. [2, Theorem VII.1.7]). If Q is a finite, connected, acyclic
quiver, then KQ is a hereditary K-algebra.
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It can be checked that the usual Ext1
Ap´, Aq functor induces a functor on

the projectively stable module categories. Then, Cor. IV.1.14 of [3] states that
for A a hereditary finite-dimensional K-algebra, Tr : modA Ñ modAop and
Ext1

Ap´, Aq : modAÑ modAop are isomorphic.
In general, of course, Tr may not be isomorphic to Ext1

Ap´, Aq. Nevertheless,
the above example suggests that the functor DTr allows us to construct new
indecomposables out of previously known ones. We will see this in the next few
subsections.

Definition 4.1. The Auslander-Reiten translations are defined to be

τ “ DTr and τ´1 “ TrD.

These translations play a very important role in the Auslander-Reiten theory.
Properties similar to those listed in Prop. 4.1.2 for Tr can be inferred for τ and
τ´1.

Let us properly write down these translations as functors. Recall that Tr :
modA Ñ modAop is a duality. Let I be the two-sided ideal of modA defined
by letting IpM,Nq to consist of the morphisms f : M Ñ N that factors through
an injective. Similar to modA, we define the injectively stable module category
modA to be the quotient category pmodAq{I.

Theorem 4.1.4 ([3, Prop. IV.1.9]).

1. The duality Dp´q : modAÑ modAop induces a duality Dp´q : modAÑ
modAop.

2. The Auslander-Reiten translations τ “ DTr : modAÑ modA and τ´1 “

TrD : modAÑ modA are equivalences and are inverses of each other.

Here, we will mainly use τ and τ´1 as maps between objects.
For computational purposes, we also define the endofunctor

νp´q “ DHomAp´, Aq “ Dpp´qtq : modAÑ modA

called the Nakayama functor. It is known that ν restricts to an equivalence

νp´q : projAÑ injA,

where injA is the full subcategory of modA consisting of injective A-modules.
This has quasi-inverse

ν´1p´q “ HomApDpAAq,´q : injAÑ projA.

We need the following definition before giving Prop. 4.1.5. Let M P modA.
A minimal injective presentation of M is an exact sequence

0 M I0 I1
i0 i1

where I0 and I1 are injective modules and i0 : M Ñ I0 and i11 : Coker i0 Ñ I1

are both injective envelopes. Here, i11 is induced from i1.
There is a close relationship between the translations τ , τ´1 and the Nakayama

functors ν, ν´1. The following can be shown by a straightforward calculation.
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Proposition 4.1.5 ([2, Prop. IV.2.4]). Let M P modA.

1. Let P 1 P M 0
p1 p0

be a minimal projective presentation
of M . Then, there is an exact sequence:

0 τM νP 1 νP νM 0.
νp1 νp0

2. Let 0 M I I 1
i0 i1 be a minimal injective presentation of

M . Then, there is an exact sequence:

0 ν´1M ν´1I ν´1I 1 τ´1M 0.
ν´1i0 ν´1i1

In the Section 2.5 of Chapter 2, we described a method for computing an in-
jective envelope of M P modA, and thus minimal injective presentations. More-
over, if te1, . . . , enu is a complete list of primitive orthogonal idempotents for A,
then Pk “ Aek, Ik “ DpekAq for k P t1, . . . , nu gives a complete list of indecom-
posable projectives and injectives, up to isomorphism. We have νPk “ Ik and
ν´1Ik “ Pk. Since direct summands of projective modules (injective modules)
are projective (injective), we can use the additivity of the functors ν and ν´1 to
then compute the middle terms in Prop 4.1.5. The fact that

ν´1M “ HomApDpAAq,Mq –
n
à

i“1

HomApDpeiAq,Mq

is also useful.

4.1.2 Almost split sequences

So far we have discussed the computation of the Auslander-Reiten translations τ ,
τ´1 with only small hints as to their importance. Here, we show that there exist
certain exact sequences (called almost split sequences) in modA that provides a
very powerful tool to study modA. Moreover, the translations τ , τ´1 provide a
way to compute these almost split sequences.

A morphism f : M Ñ N is said to be right minimal if any endomorphism
h : M Ñ M with fh “ f is an isomorphism. Dually, f : M Ñ N is said to be
left minimal if any h : N Ñ N with hf “ f is an isomorphism.

Let f : M Ñ N be a morphism, a morphism h : X Ñ N is said to factor
through f if there is an x : X Ñ M such that h “ fx. Similarly, a morphism
h : M Ñ Y is said to factor through f if there is a y : N Ñ Y such that h “ yf .
These cases are given by the diagrams

M N

X

f

hx and

M N

Y.

f

h y

Recall that a morphism f : M Ñ N is said to be a split epimorphism if the
identity 1N : N Ñ N factors through f . That is, there is some h : N ÑM such
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that 1N “ fh. Dually, we have the concept of a split monomorphism which is a
morphism f : M Ñ N such that 1M factors through f . The following fact about
split morphisms is standard.

Lemma 4.1.6 ([29, Prop. I.4.3]). The following are equivalent for a short exact
sequence in modA

0 M L N 0
g f

1. f is a split epimorphism.

2. g is a split monomorphism.

3. The sequence is isomorphic to

0 M M ‘N N 0
ι1 π2

A short exact sequence is said to be split if it satisfies any of the equivalent
conditions above.

Of interest are the following “almost split” morphisms. A morphism f :
M Ñ N is said to be right almost split if the following conditions hold.

1. The morphism f is not a split epimorphism.

2. For any morphism h : X Ñ N that is not a split epimorphism, h factors
through f .

If f : M Ñ N is a split epimorphism, then there is a morphism s : N Ñ M
such that fs “ 1N . Given any h : X Ñ N , we have fsh “ h so that h factors
through f (via sh). The converse also holds: if f : M Ñ N has the property
that for any h : X Ñ N , h factors through f , then f is a split epimorphism.
Thus, f is a split epimorphism if and only if for any morphism h : X Ñ N , h
factors through f .

In the right almost split case, we do not require that all morphisms h : X Ñ

N satisfy the factorization property, only those that are not split epimorphisms.
In this sense a morphism f that is not a split epimorphism is “almost” split.

Dually, a morphism f : M Ñ N is said to be a left almost split morphism if
it satisfies the following conditions.

1. The morphism f is not a split monomorphism.

2. For any morphism h : M Ñ X that is not a split monomorphism, h factors
through f .

Lemma 4.1.7 ([3, Lemma V.1.7]). Let f : M Ñ N be a morphism in modA.

1. If f is right almost split, then N is indecomposable.

2. If f is left almost split, then M is indecomposable.
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Proof. If N were decomposable, then the inclusions from the summands of N
factors through f since f is right almost split. However, this implies that 1N
factors through f , a contradiction to the fact that f is not a split epimorphism.
Part 2 can be proved in a similar manner.

The following characterization is important.

Proposition 4.1.8 ([3, Prop V.1.9]). Given f : M Ñ N , the following are
equivalent.

1. The morphism f is left almost split.

2. The morphism f is not a split monomorphism, and every nonisomorphism
h : M Ñ Y with Y indecomposable factors through f .

In short, it suffices to check the defining property for left almost split mor-
phisms only for nonisomorphisms h : M Ñ Y with Y indecomposable. We skip
writing down the dual version. See [3, Prop V.1.8].

A typical example of a right almost split morphism is the following. If P
is an indecomposable projective module, then the inclusion ι : RadP Ñ P is
right almost split. First of all, ι is clearly not a split epimorphism. Since P is
projective, h : X Ñ P is a split epimorphism if and only if h is an epimorphism.
So it suffices to check the second property for all h : X Ñ P that are not
epimorphisms. But this is trivial, since Imh being a proper submodule of P
implies that Imh Ă RadP so that h factors through ι. This shows that ι :
RadP Ñ P is right almost split. In fact, it can be checked that ι is also right
minimal.

Let us study morphisms that are both right minimal and right almost split.
We call these morphisms right minimal almost split (RMAS). Of course, we
have the dual concept of left minimal almost split (LMAS) morphisms, which
are morphisms that are both left minimal and left almost split.

The following gives the RMAS ending at an indecomposable projective P ,
and the LMAS starting at an indecomposable injective I.

Proposition 4.1.9 ([2, Prop. IV.3.5]). Let P be indecomposable projective. If a
morphism f : X Ñ P is a monomorphism with Im f – RadP , then f is RMAS.
Dually, let I be indecomposable injective. If g : I Ñ X is an epimorphism with
Ker g – Soc I, then g is LMAS.

The following lemma shows that for any fixed M or N , RMAS morphisms
ending at N or LMAS morphisms starting at M are unique up to isomorphism.

Lemma 4.1.10 ([2, Prop. IV.1.2]).

1. If f : M Ñ N and f 1 : M 1 Ñ N are RMAS, then there exists an isomor-
phism h : M ÑM 1 such that f “ f 1h.

2. If g : M Ñ N and g1 : M Ñ N 1 are LMAS, then there exists an isomor-
phism h : N Ñ N 1 such that g1 “ hg.
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Proof. Since f and f 1 are both right almost split, f factors through f 1 and f 1

factors through f . Thus there exists h : M ÑM 1 and h1 : M 1 ÑM with f “ f 1h
and f 1 “ fh1. We then have f 1 “ f 1hh1 and f “ fh1h. Since both f and f 1

are right minimal, hh1 and h1h are automorphisms (of M 1 and M , respectively).
Thus h and h1 are isomorphisms with the required property.

The proof for part 2 is similar.

Definition 4.2. An almost split sequence is a short exact sequence

0 M L N 0
g f

such that g is LMAS and f is RMAS.

To show the properties of almost split sequences, let us first give the following
technical lemmas.

Lemma 4.1.11 (cf. [3, Cor. IV.4.4]). Let

0 M L N 0
g f

be an exact sequence. Then, for any Y P modA, the following are equivalent.

1. For any h : τ´1Y Ñ N , h factors through f .

2. For any h : M Ñ Y , h factors through g.

Lemma 4.1.12 (cf. [29, Lemma III.3.1]). Consider the following exact sequences
in modA.

E : 0 M L N 0

xE : 0 M 1 L1 N 0,

g

x

f

y 1

g1 f 1

where xE is the short exact sequence induced by taking the pushout M 1 g
1

Ñ L1
y
Ð L

of M 1 x
ÐM

g
Ñ L. The exact sequence xE is split if and only if x factors through

g.

Proof. Suppose that x factors through g. There is a k : L Ñ M such that
kg “ x. At the same time, there is the identity 1 : M 1 Ñ M 1. Thus, we have a
diagram

M L

M 1 L1

M 1

g

x y

kg1

1

r

where the existence of the arrow r is inferred by the property of L1 being a
pushout. Moreover, rg1 “ 1 so that xE splits.

Now, suppose that xE splits. Then, there is an r : L1 Ñ M 1 such that
rg1 “ 1. Then, x “ rg1x “ ryg “ pryqg. Thus, x factors through g.
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Of course, a dual statement can be given for Lemma 4.1.12, but we do not
need it in this work.

Finally we can give some of the important properties of almost split se-
quences. Also, we see how the Auslander-Reiten translations are related to
RMAS and LMAS morphisms. The proof below appears in [3], but we have
added in more details.

Proposition 4.1.13 ([3, Prop. V.1.14]). The following are equivalent for a short
exact sequence

0 M L N 0.
g f

1. The exact sequence is almost split.

2. f is RMAS.

3. g is LMAS.

4. N – τ´1M and g is left almost split.

5. M – τN and f is right almost split.

Proof. We break the proof into several parts. First we show that 5 implies 2,
and then 2 implies 3 and 5. Dually, it can be shown that 4 implies 3, and 3
implies 2 and 4. This shows that 2, 3, 4, and 5 are equivalent. Equivalence with
1 then follows by definition.

5 Ñ 2. Since f is right almost split, N is indecomposable by Prop. 4.1.7, and thus
M – τN is also indecomposable. Note that M ‰ 0, for if otherwise, f is
an isomorphism and thus a split epimorphism, which is a contradiction.

Now, let us consider any endomorphism h : LÑ L with fh “ f . We have
a diagram

0 Ker f L N 0

0 Ker f L N 0

ι

φ

f

h 1
k

f

where Ker f – M , and φ is defined by restriction of h to Ker f . Since
fhpxq “ fpxq “ 0 for any x P Ker f , h|Ker f pxq P Ker f so that φ P

EndpKer fq.

Now, suppose that φ is not an automorphism. Since Ker f – M is inde-
composable, EndpKer fq is local and φ is nilpotent by Lemma 2.5.1. Thus
there is some positive integer m such that φm “ 0, and so hmι “ 0 where
ι : Ker f ãÑ L is the inclusion.

This shows that hm factors through f , so that there is some k : N Ñ L
such that hm “ kf . Since f is an epimorphism, we can right-cancel f from
f “ fhm “ fkf . Thus, 1 “ fk showing that f is a split epimorphism, a
contradiction.

The above argument shows that φ is an automorphism. The final step
is to use the short five lemma (Lemma 2.5.8) to conclude that h is an
automorphism and thus f is right minimal.
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2 Ñ 3, 5. For 5, we only need to show that with f RMAS, Ker f – τN . Without
loss of generality, we identify M “ Ker f in the exact sequence. The proof
for 3 requires only a little extra effort, so we combine these two.

First, Ker f is indecomposable. To see this, suppose that Ker f –
n
À

i“1
Ai

is a nontrivial indecomposable decomposition of Ker f . Since ι : Ker f Ñ
L is not a split monomorphism, there is some Ai so that the projection
pi : Ker f Ñ Ai does not factor through ι. Otherwise, ι will be a split
monomorphism, a contradiction.

Via pushout, we construct the following diagram:

E : 0 Ker f L N 0

piE : 0 Ai AYKer f B N 0.

ι

pi

f

v 1

t

Since pi does not factor through ι, t is not a split epimorphism, by Lemma 4.1.12.

By construction, f “ tv. Then, for any h : X Ñ N not a split epimor-
phism, h factors through f , h “ fx for some x : X Ñ L, so that h “ tvx
and h factors through t. This shows that t is right almost split.

By a similar proof as above (in showing 5 implies 2 ) we can conclude that
t is also right minimal, since Ai is indecomposable. Thus, t is RMAS. By
uniqueness of RMAS morphisms ending at N , the top and bottom rows
of the above diagram are isomorphic, and so Ker f – Ai, a contradiction.
Therefore Ker f is indecomposable.

Since N is indecomposable and f is not split, g is left minimal. Again, this
follows from a proof similar to what we have done above.

Finally, we show that Ker f – τN , and that g is left almost split. Let
us consider all morphisms h : Ker f Ñ Y with Y indecomposable and
Y fl τN .

We have two cases to check. The first is that Y is injective. In this case,
Y fl Ker f since otherwise, g splits which is a contradiction.

If Y is not injective, then τ´1Y is nonzero. In this case, since Y fl τN ,
certainly τ´1Y fl N . Now, f being right almost split implies that any
τ´1Y Ñ N factors through f . By Lemma 4.1.11, this is equivalent to the
statement that any h : Ker f Ñ Y factors through g. Thus, Y fl Ker f
since g is not split.

In either case, we have the following. For any indecomposable Y fl τN ,
Y fl Ker f . Since Ker f is indecomposable, we can infer Ker f – τN . Also,
by Prop. 4.1.8, we conclude that g is left almost split. This shows both 3
and 5.

Finally, we see that in the module category modA, there are enough almost
split sequences.
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Proposition 4.1.14 ([3, Prop. V.1.15]). In the case that N is an indecomposable
nonprojective, or that M is an indecomposable noninjective, then there is an
almost split sequence

0 M L N 0
g f

in modA.

Since the construction of the almost split sequence is interesting, let us pro-
vide the proof here. The book [3] provides a proof for the case where N is
indecomposable projective. Here, let us do the dual case and consider M inde-
composable noninjective.

Proof. By Prop. 4.1.13, it suffices to show that there is an almost split sequence

0 M L τ´1M 0
g f

when M is indecomposable noninjective.

Clearly, τ´1M is nonprojective, so there is a nonsplit exact sequence

E : 0 V B τ´1M 0h j

Now, there is an x : V Ñ M that does not factor through h. Otherwise, if
every x : V Ñ M factors through h, then every y : τ´1M Ñ τ´1M factors
through j by Lemma 4.1.11. In particular 1τ´1M factors through j and j splits,
a contradiction.

Let Γ “ EndApMq
op. We have the following sequence of Γ-modules

HomApB,Mq HomApV,Mq Coker HomAph,Mq 0h˚

where h˚ “ HomAph,Mq. Since x P HomApV,Mq does not factor through h,
Coker HomAph,Mq is nonzero. Moreover, x can be chosen so that it generates a
simple submodule Γpx` Imh˚q of Coker HomAph,Mq.

We get the short exact sequence xE from E via pushout in the diagram:

E : 0 V B τ´1M 0

xE : 0 M L τ´1M 0.

h

x

j

1

g f

Let us show that the bottom row xE is the required almost split sequence. By
Lemma 4.1.12, the bottom row is not split, since x does not factor through h.

To show that g is left almost split, we show that for any y : M Ñ Y not a
split monomorphism, y factors through g. By Lemma 4.1.12, this is equivalent
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to showing that the bottom row ypxEq in:

E : 0 V B τ´1M 0

xE : 0 M L τ´1M 0

ypxEq : 0 Y L1 τ´1M 0

M

h

x

j

1

g

y

f

1

g1

z

f 1

is split for any y not a split monomorphism.
To do this, we prove that any z : Y Ñ M factors through g1. This is

equivalent to showing that any morphism τ´1M Ñ τ´1M factors through f 1 by
Lemma 4.1.11. In particular, this shows that 1 : τ´1M Ñ τ´1M factors through
f 1 and thus the bottom row is split.

For any z : Y ÑM , zy : M ÑM cannot be an isomorphism since y is not a
split monomorphism. Since M is indecomposable, Γ is local so Rad Γ contains
the noninvertible endomorphisms of M . Thus,

zyx P pRad ΓqpΓxq.

Since the image of x in Coker HomAph,Mq is a simple Γ-module, and the image
of pRad ΓqpΓxq is a proper submodule of that simple module, the image of zyx
in Coker HomAph,Mq is 0. Thus, zyx is in Im HomAph,Mq and factors through
h.

This shows that there is a map r : B Ñ M such that rh “ zyx. Since L
is the pushout of h : V Ñ B and x : V Ñ M , there is an s :Ñ M such that
sg “ zy. Then, since L1 is a pushout, there is a t : L1 Ñ M such that tg1 “ z.
Thus, z : X ÑM factors through g1.

As noted above, we have shown that g is left almost split. Together with
Prop. 4.1.13, this shows that

0 M L τ´1M 0
g f

is an almost split sequence. This completes the proof.

4.1.3 Auslander-Reiten quivers

We review another concept that we need. If the exact sequence

0 M L N 0
g f

is almost split, then M and N are indecomposable. However, the module L may
have a nontrivial indecomposable decomposition. The next question is, can we
characterize the induced morphisms gi : M Ñ Li and fi : Li Ñ N , where Li is
an indecomposable summands of the middle term L? Overall, the approach is
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to study the indecomposables of modA and morphisms among them that satisfy
certain minimality conditions.

A morphism f : M Ñ N is said to be an irreducible morphism if it is
neither a split epimorphism nor a split monomorphism, and whenever there
is a factorization f “ gh, either h is a split monomorphism or g is a split
epimorphism. Note that we do not need to discuss left or right versions. This
concept is self-dual, for f : M Ñ N is irreducible if and only if Dpfq : DpNq Ñ
DpMq is irreducible.

Theorem 4.1.15 ([3, Theorem V.5.3]). Let M,N P modA be indecomposable.

1. A morphism g : M Ñ L is irreducible if and only if L ‰ 0 and there exists
an L1 P modA and g1 : M Ñ L1 such that

“ g
g1
‰

: M Ñ L‘ L1 is LMAS.

2. A morphism f : LÑ N is irreducible if and only if L ‰ 0 and there exists
an L1 P modA and f 1 : L1 Ñ N such that r f f 1 s : L‘ L1 Ñ N is RMAS.

In the definition below, each vertex rM s is the isomorphism class of some
M P modA indecomposable. We say that a vertex rM s is a projective vertex if
M is projective, and that rM s is an injective vertex if M is injective.

Definition 4.3. Let A be a finite-dimensional K-algebra and let ΓpAq be the
quiver with vertices given by all the isomorphism classes of indecomposable A-
modules in modA, with an arrow rM s Ñ rN s if there is an irreducible map
M Ñ N . The functor τ “ DTr induces a map from nonprojective to noninjective
vertices.

The Auslander-Reiten quiver (AR quiver) of A is the quiver ΓpAq together
with τ .

Using Lemma 4.1.10, we shall talk of “the” LMAS morphism or RMAS mor-
phism or almost split sequence starting or ending at an indecomposable. One
should remember that this is only unique up to isomorphism in their respective
senses.

In the usual definition, the Auslander-Reiten quiver is a valued quiver. That
is, each arrow rM s Ñ rN s is given a valuation pa, bq, a, b P N0, where a is defined
to be the number such that there is an RMAS morphism E “ Ma ‘ X Ñ N ,
where M is not a summand of X. That is, a is the multiplicity of M as a direct
summand of E. Dually, b is the multiplicity of N as a direct summand in E,
where M Ñ E is the LMAS morphism starting from M . For simplicity however,
we drop the valuations on the arrows. In this work, we do not yet need the extra
information contained in the valuations.

Recall that a K-algebra A is said to be representation-finite if the number
of isomorphism classes of indecomposable A-modules is finite. Otherwise, it is
said to be representation-infinite. Similarly, a bound quiver pQ, ρq is said to
be representation-finite if its algebra A “ KQ{I is representation-finite, and
representation-infinite otherwise.

The rest of this section is devoted to a discussion of the computation of the
Auslander-Reiten quivers of representation-finite algebras. There is a “knitting”
procedure for attempting to compute Auslander-Reiten quivers. For example,
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see the book [3, pages 233 to 234] or [4]. We roughly follow the presentation of
the latter.

First, let us state the following useful proposition. As one consequence, if
we obtain a finite connected component of ΓpAq, we can conclude that A is
representation-finite.

Proposition 4.1.16 (cf. [2, Thm. IV.5.4], [4, Thm. 7.7]). Suppose that there
is a finite connected component Γ in the Auslander-Reiten quiver ΓpAq. Then,
ΓpAq “ Γ.

The following gives some guidelines on how to proceed. Note that to some
extent the knitting procedure can be automated, as can be seen in the examples
later. However, there are still sections that require case-by-case analysis. Below,
we take the term irreducible morphism to mean only irreducible morphisms
between indecomposable modules.

1. For an indecomposable noninjective Z, construct τ´1Z (by Prop. 4.1.5, for
example). Note that τ´1Z is necessarily nonprojective. We also compute
the almost split sequence starting at Z and ending at τ´1Z:

0 Z E τ´1Z 0.
g f

Let E “
À

E`ii be an indecomposable decomposition of E. Via The-
orem 4.1.15, we can check for the existence of an irreducible morphism
h : Z Ñ X based on whether or not X is isomorphic to an Ei. Likewise,
we get the irreducible morphisms h1 : X Ñ τ´1Z.

2. For irreducible morphisms ending at an indecomposable projective P or
starting at an indecomposable injective I, use Prop. 4.1.9 to construct the
RMAS morphism ending at P or the LMAS morphism starting from I.
Then apply Theorem 4.1.15.

3. We start the computation by listing all indecomposable projectives Pi of
A and their radicals RadPi. We assume that A “ KQ{I is the algebra of a
bound quiver pQ, ρq. Since Q is a finite acyclic connected quiver, Q has a
sink vertex j. It is clear that Pj “ Sj is a simple projective representation
of pQ, ρq, and thus corresponds to a simple projective module of A.

Let us give an example. Suppose that we have computed all the arrows
ending at rXs, and that for each rZs immediate predecessor of rXs, we have
already computed the arrows starting from rZs. From:

rZs

...

rIs

rE1s

rE2s

rXs

obtain

rZs

...

rIs

rτ´1Zs

...

rE1s

rE2s

rXs
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by computing τ´1Z for every noninjective predecessor rZs of rXs, as in item 1
above. By Theorem 4.1.15, we obtain all the arrows ending at rτ´1Zs since we
computed these arrows from the RMAS f : E Ñ τ´1Z.

Then, we place an arrow rXs Ñ rP s for every indecomposable projective P
such that X isomorphic to a direct summand of RadP . Thus, the diagram:

rZs

...

rIs

rτ´1Zs

...

rP s

rE1s

rE2s

rXs

now contains all the arrows starting from rXs.

From here, we can continue to the “next column”, for example with rτ´1Zs
serving as rXs this time, assuming that we have computed all the immediate
successors of all the immediate predecessors of rτ´1Zs by a similar procedure
(one may have to deal with the direct summands of E first, in a similar manner).

For indecomposable projective P , however, it is not clear that we can im-
mediately continue the knitting. Here, RadP may have other direct summands
other than X, leading to other immediate predecessors of P . In the example
above, it may be possible to get:

rZs

...

rIs

rτ´1Zs

...

rP s

rE1s

rE2s

rXs

rX 1s

where X 1 ‘X – RadP . Hopefully the vertex rX 1s either already has appeared
in the knitting process, or will appear later, so that we get its predecessors.
Similarly, for indecomposable injective I, we use Proposition 4.1.9 to get the
LMAS starting from I.
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To start the procedure, we note that there is no irreducible morphism ending
at a simple projective S. Thus, we can initialize the above computation with
rXs “ rSs.

While the knitting of some small examples may give the impression that the
knitting procedure is very powerful, in many cases it can be limited. One obvious
limitation is that if the algebra is representation-infinite, then the knitting proce-
dure will go on indefinitely. As hinted above, the appearance of indecomposable
projectives and indecomposable injectives requires special care. The algebras we
consider have rather uncomplicated structures of indecomposable projectives, so
this poses no special problems for our computation.

For examples of cases where the knitting procedure may run into problems,
see the Section 7.4 of the book [4]. In particular, [4] provides an example of
where some ad hoc arguments are required to continue knitting.

One technique we discussed for the computation of τ´1Z is the use of the
Nakayama functor ν´1, via Prop. 4.1.5. However, this computation may be very
tedious. One way to mitigate this is to instead compute just dimension vectors
dim. That is, if we have an exact sequence

0 ν´1Z P P 1 τ´1Z 0,
ν´1i0 ν´1i1

from application of Prop. 4.1.5, then dim τ´1Z “ dimP 1 ´ dimP ` dim ν´1Z.
In the general case, there is no guarantee that two indecomposable representa-
tions M and N with dimM “ dimN are isomorphic. Nevertheless, the above
computation via dimension vectors does provide a quick way to first guess and
then check the form of τ´1Z in simple cases.

4.1.4 Auslander-Reiten quiver of ~An

As an example, let us compute the Auslander-Reiten quivers of K~An. Other
than using the knitting procedure, it is also possible to compute the AR quiver
of K~An using elementary methods. In the paper [17], we provide a computation
using the knitting of the Auslander-Reiten quiver.

In the background, we have stated that the interval modules Ira,bs, 1 ď a ď
b ď n provides a complete list, up to isomorphism, of indecomposable K~An-
modules. Moreover, we have computed all the homomorphism spaces between
these interval modules:

HomK~An
pIra,bs, Irc,dsq “

#

Kf c,da,b , c ď a ď d ď b,

0, otherwise,

where
´

f c,da,b

¯

`
“

"

1K , a ď ` ď d,
0, otherwise.

To simplify the notation, let us write ra, bs for Ira,bs.
Fix ra, bs nonprojective. Let us check by using Eq. (2.8) that the (K-multiples

of) the morphisms

fa,ba`1,b : ra` 1, bs Ñ ra, bs or fa,ba,b`1 : ra, b` 1s Ñ ra, bs
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give all irreducible morphisms from some indecomposable module to fixed ra, bs.

Consider fa,bi,j : ri, js Ñ ra, bs. The case where pi, jq “ pa, bq does not give us

irreducibles, for in this case fa,ba,b “ 1 is an isomorphism and cannot be irreducible.
In the case where pi, jq ‰ pa ` 1, bq and pi, jq ‰ pa, b ` 1q, Eq. (2.8) provides a

factorization fa,bi,j “ gh where simultaneously h is not a split monomorphism and
g is not a split epimorphism.

Finally, suppose that f “ fa,ba`1,b or f “ fa,ba,b`1. Clearly f is not a split
epimorphism nor a split monomorphism. It can be checked that if f “ gh, then
either g is a split epimorphism or h is a split monomorphism.

In a previous subsection, we have already computed τ ra, bs “ ra ` 1, b ` 1s
for nonprojective indecomposables ra, bs. Similarly, τ´1ra, bs “ ra ´ 1, b ´ 1s
for noninjective indecomposables ra, bs. Thus, the following are the almost split
sequences for ra, bs nonprojective:

0 τ ra, bs “ ra` 1, b` 1s ra` 1, bs ‘ ra, b` 1s ra, bs 0.

Similarly, for ra, bs noninjective, we get almost split sequences:

0 ra, bs ra, b´ 1s ‘ ra´ 1, bs ra´ 1, b´ 1s “ τ´1ra, bs 0.

Using the above results, the Auslander-Reiten quiver of K~An is:

... ... ... ...

... ... ...

... ...rn,ns

rn´1,ns

r3,ns

r2,ns

r1,ns

r1,n´1s

r1,n´2s

r1,2s

r1,1s.rn´1,n´1s

r2,n´1s

r2,2s

(4.3)

We follow the convention in the representation theory literature of placing
the projectives on the left hand side and rτ´1M s to the right of a vertex rM s
for M indecomposable. It is also customary to draw a dotted arrow from rN s to
rτN s. In this work, we choose not to draw these dotted arrows.

Applying a 450 clockwise rotation around r1, 1s and the reflecting about the
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axis of injective vertices, we get the diagram

...

... ...

... ... ...

... ... ...

rn,nsrn´1,nsr3,nsr2,nsr1,ns

r1,n´1s

r1,n´2s

r1,2s

r1,1s

rn´1,n´1sr2,n´1s

r2,2s

(4.4)

Displayed this way, it is easy to see that the vertices of the AR quiver cor-
responds to the domain of a (classical) persistence diagram. Using this rela-
tionship to the Auslander-Reiten quivers, we extend the definition of persistence
diagrams, in a later section. Before that, in the next section we show the compu-
tation of the Auslander-Reiten quivers for the representation-finite commutative
ladders CLnpτq, so that the extended definition can actually be used.

4.2 Representations of the commutative ladders

Motivated by extending the use of persistent homology to be able to extract
simultaneously common and robust topological features, we have introduced
persistent homology on the commutative ladder quivers, and on quiver complexes
in general. In this section, let us apply the general theory reviewed in the
previous section to the algebras of the commutative ladder quivers.

Recall that the ladder quiver is given by

Lnpτq “

˝ ˝ ˝ . . . ˝

˝ ˝ ˝ . . . ˝

11

1

21

2

31

3

n1

n

where the directions of the pairs of arrows are determined by the entries of τ ,
and that CLnpτq is the quiver Lpτq bound by the commutativity relations. We
have the following theorem.

Theorem 4.2.1 (cf. [17]). Let τ be an arbitrary orientation of length n. The
commutative ladder quiver CLnpτq is representation-finite if n ď 4 and representation-
infinite if n ą 4.

While Theorem 4.2.1 can be shown to follow from the main result of [26],
we believe that our computation of the AR quivers of CLnpτq with n ď 4 is
worthwhile. The computation provides a list of all the isomorphism classes of
the indecomposable representations, via the AR quiver. We then use the AR
quiver to extend the definition of persistence diagrams, and show its use in
topological data analysis.
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4.2.1 Computation of AR quiver

Let us prove the following statement (the representation-finite part of Theo-
rem 4.2.1) by computation of the relevant AR quivers.

Let τ be an arbitrary orientation of length n. The commutative
ladder quiver CLnpτq is representation-finite if n ď 4.

For brevity, we only show the computation for the quiver CL3pbfq:

˝ ˝ ˝

˝ ˝ ˝

4

1

5

2

6

3

with length n “ 3 and orientation τ “ bf via the knitting procedure described
in Subsection 4.1.3. The computations of the AR quivers of CLnpτq with n ď 4
use the same general principles.

In the computation, we abbreviate representations of CL3pbfq by their di-
mension vectors. For example, we may write P p1q “ 1 0 0

1 0 0 , where we actually
mean dimP p1q “ 1 0 0

1 0 0 . We note that in general, two nonisomorphic indecom-
posable representations may have the same dimension vector. In certain cases,
it is possible to infer from the dimension vector what indecomposable represen-
tation is meant (up to isomorphism). However, where this notation may cause
ambiguity, we shall take care to write out the indecomposable representation.

The AR quiver of CL3pbfq is given in Fig. 4.1, where the indecomposable
representations with dimension vectors 1 2 1

1 1 1 and 0 1 0
1 2 1 are the representations

K K2 K

K K K

r 1 0 s r 0 1 s

1

1 1

r 1
1 s 1 and

0 K 0

K K2 K
r 1 0 sr 0 1 s

r 1 1 s ,

respectively. The computation starts from the indecomposable projectives in
the left and works its way towards the indecomposable injectives, in the right
of Fig. 4.1. In the discussion below, we refer to column numbers, correspond-
ing to the columns in Fig. 4.1, to guide the reader as to where we are in the
computation. The column numbers are written below each column in Fig. 4.1.

To start the computation, we first list all the indecomposable projectives:

P p4q “ 1 0 0
0 0 0 , P p5q “ 1 1 1

0 0 0 , P p6q “ 0 0 1
0 0 0 ,

P p1q “ 1 0 0
1 0 0 , P p2q “ 1 1 1

1 1 1 , P p3q “ 0 0 1
0 0 1 ,
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1 0 0
1 0 0

0 1 1
0 0 0

0 0 0
0 0 1

1 1 0
1 1 0

1 0 0
0 0 0

1 1 1
1 0 0

0 1 1
0 0 1

1 1 0
1 1 1

0 1 0
1 1 0

0 0 0
0 1 1

1 1 1
0 0 0

1 1 1
1 0 1

1 1 1
1 1 1

1 2 1
1 1 1

0 1 0
0 0 0

0 1 0
1 1 1

0 0 0
1 1 1

0 1 0
1 2 1

0 1 0
0 1 0

0 0 0
0 1 0

0 0 1
0 0 0

1 1 1
0 0 1

1 1 0
1 0 0

0 1 1
1 1 1

0 1 0
0 1 1

0 0 0
1 1 0

0 0 1
0 0 1

1 1 0
0 0 0

0 0 0
1 0 0

0 1 1
0 1 1

1 2 3 4 5 6 7 8 9 10 11 12

Figure 4.1: The Auslander-Reiten quiver of CL3pbfq.

and their radicals:

RadP p1q “ 1 0 0
0 0 0 “ P p4q “ Sp4q,

RadP p2q “ 1 1 1
1 0 1 ,

RadP p3q “ 0 0 1
0 0 0 “ P p6q “ Sp6q,

RadP p4q “ 0,

RadP p5q “ 1 0 1
0 0 0 “ Sp4q ‘ Sp6q,

RadP p6q “ 0.

For convenience, let us also write down the indecomposable injectives:

Ip4q “ 1 1 0
1 1 0 , Ip5q “ 0 1 0

0 1 0 , Ip6q “ 0 1 1
0 1 1 ,

Ip1q “ 0 0 0
1 1 0 , Ip2q “ 0 0 0

0 1 0 , Ip3q “ 0 0 0
0 1 1 .

We have two simple projectives: P p4q and P p6q. Since both RadP p1q “
P p4q and RadP p5q have a direct summand isomorphic to P p4q, the almost split
sequence starting from P p4q is of the form:

0 P p4q P p1q ‘ P p5q ‘M τ´1P p4q 0 (4.5)

where M is some other module that we need to compute. A minimal injective
presentation of P p4q is

0 P p4q Ip4q Ip1q ‘ Ip5q.ι

The last term in the above is computed as follows. We have Coker ι “ 0 1 0
1 1 0 ,

with socle Sp1q ‘ Sp5q, which has injective envelope Ip1q ‘ Ip5q. Then apply
Prop. 2.5.3 part 1 to get an injective envelope for Coker ι.
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Applying the Nakayama functor ν´1,

0 ν´1P p4q P p4q P p1q ‘ P p5q τ´1P p4q 0

is an exact sequence. Moreover, ν´1P p4q “ 0, so that τ´1P p4q “ 1 1 1
1 0 0 . By a

dimension counting argument on the almost split sequence in Eq. (4.5), M “ 0,
and the almost split sequence starting at P p4q is

0 P p4q P p1q ‘ P p5q 1 1 1
1 0 0 0.

A similar computation starting from P p6q yields the almost split sequence

0 P p6q P p3q ‘ P p5q 1 1 1
0 0 1 0.

This gives the three leftmost columns of Fig. 4.1.
Next, we compute τ´1P p1q “ 0 1 1

0 0 0 , τ´1P p5q “ 1 1 1
1 0 1 , and τ´1P p3q “ 1 1 0

0 0 0 .
We start by computing a minimal injective presentation of P p1q. The in-

decomposable P p1q has socle Sp4q with injective envelope Ip4q, leading to the
first term below. Next Soc Coker i0 “ Sp5q, so that the following is a minimal
injective presentation of P p1q:

0 P p1q Ip4q Ip5q.
i0

From this, we obtain an exact sequence

0 ν´1P p1q P p4q P p5q τ´1P p1q 0.

Here, ν´1P p1q “ 0, so that τ´1P p1q has dimension vector 0 1 1
0 0 0 . Since we already

know that there is an irreducible morphism

1 0 0
1 0 0 Ñ

1 1 1
1 0 0 ,

the almost split sequence starting from P p1q “ 1 0 0
1 0 0 is of the form

0 P p1q “ 1 0 0
1 0 0

1 1 1
1 0 0 ‘M

0 1 1
0 0 0 “ τ´1P p1q 0.

By dimension counting it is clear that M “ 0.
Similar computations give the almost split sequences starting at P p5q and

P p3q as:

0 P p5q “ 1 1 1
0 0 0

1 1 1
1 0 0 ‘

1 1 1
0 0 1

1 1 1
1 0 1 0

and
0 P p3q “ 0 0 1

0 0 1
1 1 1
0 0 1

1 1 0
0 0 0 0.

From the above arguments, we have obtained the vertices of the four leftmost
columns of Fig. 4.1, together with all arrows going into those vertices. Moreover,
we are also guaranteed that we have all the arrows starting from the vertices in
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columns 1 to 3. Next, we compute the arrows starting from the vertices in
column 4.

The indecomposable 1 1 1
1 0 1 is (isomorphic to) the radical of P p2q “ 1 1 1

1 1 1 .
Thus, the inclusion 1 1 1

1 0 1 Ñ 1 1 1
1 1 1 is an irreducible morphism. This gives an

arrow 1 1 1
1 0 1 Ñ

1 1 1
1 1 1 . At this stage, we have all the indecomposable projectives,

and so we can continue knitting until we get indecomposable injectives.
We compute the following almost split sequences, using the same procedure

as above.

1. Up to 5th column, we have almost split sequences

0 1 1 1
1 0 0

1 1 1
1 0 1 ‘

0 1 1
0 0 0

0 1 1
0 0 1 0 ,

0 1 1 1
0 0 1

1 1 1
1 0 1 ‘

1 1 0
0 0 0

1 1 0
1 0 0 0 ,

and the RMAS

RadP p2q “ 1 1 1
1 0 1

1 1 1
1 1 1 “ P p2q .

2. Up to the 6th column, the almost split sequences

0 0 1 1
0 0 0

0 1 1
0 0 1

0 0 0
0 0 1 0 ,

0 1 1 0
0 0 0

1 1 0
1 0 0

0 0 0
1 0 0 0 ,

0 1 1 1
1 0 1

0 1 1
0 0 1 ‘

1 1 1
1 1 1 ‘

1 1 0
1 0 0

1 2 1
1 1 1 0

are computed.

Here, we get an indecomposable with a 2-dimension vector space. Let us show
how we compute τ´1p 1 1 1

1 0 1 q “
1 2 1
1 1 1 . We have a minimal injective presentation

of 1 1 1
1 0 1 given by

0 1 1 1
1 0 1 Ip4q ‘ Ip6q Ip5q ‘ Ip2q

i0 f
.

The cokernel of the map i0 : 1 1 1
1 0 1 Ñ Ip4q ‘ Ip6q has dimension vector given by

0 1 0
0 2 0 and is isomorphic to the representation

0 K 0

0 K2 0

r 1 0 s ,

which is equal to Ip5q ‘ Ip2q. We have f : Ip4q ‘ Ip6q Ñ Ip5q ‘ Ip2q via

Ip4q ‘ Ip6q Coker i0 – Ip5q ‘ Ip2q .

Thus, we get the exact sequence

0 ν´1p 1 1 1
1 0 1 q P p4q ‘ P p6q P p2q ‘ P p5q τ´1p 1 1 1

1 0 1 q 0
ν´1f
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by application of ν´1.
In order to get the form of the maps in 1 2 1

1 1 1 , we must compute ν´1f and its
cokernel. First of all, we write

Ip4q ‘ Ip6q “

K K2 K

K K2 K

r 1 0 s r 0 1 s

1

r 1 0 s r 0 1 s

r 1 0
0 1 s 1 ,

and

Ip5q ‘ Ip2q “

0 K 0

0 K2 0

r 1 0 s .

The maps of f : Ip4q‘ Ip6q Ñ Ip5q‘ Ip2q are given by f2 “
“

1 ´1
0 1

‰

, f5 “ r 1 ´1 s,
and fi “ 0 elsewhere, in the chosen bases. After a tedious computation, ν´1f :
P p4q ‘ P p6q Ñ P p5q ‘ P p2q can be shown to be

K 0 K

0 0 0

K2 K2 K2

K K K

”

´1
1

ı

r 1
0 s

r 1 0
0 1 s

r 1 0
0 1 s

r 0
1 s

1 1

r 0
1 s r 0

1 s

.

Computing Coker ν´1f and choosing bases, we get

τ´1p 1 1 1
1 0 1 q “

K K2 K

K K K

r 1 0 s r 0 1 s

1

1 1

r 1
1 s 1 .

We continue

1. to the 7th column with the almost split sequences

0 0 1 1
0 0 1

0 0 0
0 0 1 ‘

1 2 1
1 1 1

1 1 0
1 1 1 0 ,

0 1 1 0
1 0 0

0 0 0
1 0 0 ‘

1 2 1
1 1 1

0 1 1
1 1 1 0 ,

0 1 1 1
1 1 1

1 2 1
1 1 1

0 1 0
0 0 0 0 .

2. We get to the 8th column by computing

0 0 0 0
0 0 1

1 1 0
1 1 1

1 1 0
1 1 0 0 ,
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0 0 0 0
1 0 0

0 1 1
1 1 1

0 1 1
0 1 1 0 ,

0 1 1 1
1 2 1

1 1 0
1 1 1 ‘

0 1 0
0 0 0 ‘

0 1 1
1 1 1

0 1 0
1 1 1 0 ,

3. and then to the 9th column via

0 1 1 0
1 1 1

1 1 0
1 1 0 ‘

0 1 0
1 1 1

0 1 0
1 1 0 0 ,

0 0 1 1
1 1 1

0 1 1
0 1 1 ‘

0 1 0
1 1 1

0 1 0
0 1 1 0 ,

0 0 1 0
0 0 0

0 1 0
1 1 1

0 0 0
1 1 1 0 .

From the 9th column and onwards, we warn that we may get indecomposables
M with ν´1M nonzero.

Going to column 10, note that there are indecomposable injectives at column
8: Ip4q “ 1 1 0

1 1 0 and Ip6q “ 0 1 1
0 1 1 . By Prop. 4.1.9, the LMAS starting at Ip4q

and Ip6q are given by Ip4q Ñ Ip4q{Soc Ip4q “ 0 1 0
1 1 0 and Ip6q Ñ Ip6q{Soc Ip6q “

0 1 0
0 1 1 . These are the irreducible morphisms from Ip4q and Ip6q to indecomposable
modules, respectively, and are already accounted for.

So we compute the almost split sequence

0 0 1 0
1 1 1

0 1 0
1 1 0 ‘

0 1 0
1 1 1 ‘

0 1 0
0 1 1

0 1 0
1 2 1 0

starting at 0 1 0
1 1 1 . The indecomposable 0 1 0

1 2 1 has a dimension vector with entry 2.
It can be shown that 0 1 0

1 2 1 is isomorphic to the indecomposable representation

0 K 0

K K2 K
r 1 0 sr 0 1 s

r 1 1 s .

The remaining few steps are similar. Going to column 11, we compute the
almost split sequences

0 0 1 0
1 1 0

0 1 0
1 2 1

0 0 0
0 1 1 0 ,

0 0 1 0
0 1 1

0 1 0
1 2 1

0 0 0
1 1 0 0 ,

0 0 0 0
1 1 1

0 1 0
1 2 1

0 1 0
0 1 0 0 .

The final step is to compute the almost split sequence from 0 1 0
1 2 1

0 0 1 0
1 2 1

0 0 0
0 1 1 ‘

0 1 0
0 1 0 ‘

0 0 0
1 1 0

0 0 0
0 1 0 0.

At this stage, Ip3q “ 0 0 0
0 1 1 , Ip5q “ 0 1 0

0 1 0 , Ip1q “ 0 0 0
1 1 0 are injective, with LMAS

morphisms Ip3q Ñ Ip2q, Ip5q Ñ Ip2q, and Ip1q Ñ Ip2q by Prop. 4.1.9. Moreover,
0 0 0
0 1 0 “ Ip2q “ Sp2q is injective simple and so no LMAS starts at Ip2q.
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Thus, we have found a connected component of ΓpCL3pbfqq that is finite.
Proposition 4.1.16 shows that this connected component is equal to ΓpCL3pbfqq,
and that CL3pbfq is representation-finite.

Similar computations show that for n ď 4 and any orientation τ , CLnpτq
is representation-finite. For fixed n, it is not necessary to check all 2n possible
orientations τ . For example, CL3pffq and CL3pbbq are essentially the same bound
quiver after renaming the vertices. Also, CL3pfbq is isomorphic to the opposite
bound quiver CL3pbfq

op. The other AR quivers of the commutative ladders of
finite type are given in the Appendix.

4.2.2 Equivalent categories of repCLnpτq

In this subsection, we take a small detour and rephrase the representation cat-
egory of the commutative ladder quivers, repCLnpτq, in terms of other objects.
This provides a way to link the commutative ladders to other works in repre-
sentation theory. Moreover, we provide another proof of Theorem 4.2.1 by [26].
Lemma 4.2.2 is also interesting in its own right, for it serves as the foundation
for applying the technique of matrix problems that we will explain in the next
chapter.

Lemma 4.2.2. There is an isomorphism of categories

repCLnpτq – arrprepAnpτqq.

Roughly speaking, a representation of CLnpτq can be viewed as a morphism
from the bottom row to the top row. The isomorphism should be clear from
definition, but let us belabor the point.

Proof. Define a functor F : repCLnpτq Ñ arrprepAnpτqq by taking the represen-
tation

M :

M2
1 M2

2 . . . M2
n

M 1
1 M 1

2 . . . M 1
n

f21 f22 f2n´1

f 11

g1

f 12

g2

f 1n´1

gn

to the arrow F pMq “ pg : M 1 ÑM2q, where M 1 “ pM 1
i , f

1
αq and M2 “ pM2

i , f
2
αq

are representations of Anpτq. Note that g “ pgiq is truly a morphism of repre-
sentations because of the commutativity relations imposed on M .

Suppose that φ : M Ñ N is a morphism in repCLnpτq and that F pMq “
pg : M 1 Ñ M2q, F pNq “ ph : N 1 Ñ N2q. Then, φ is a collection of maps
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φ1i : M 1
i Ñ N 1i and φ2i : M2

i Ñ N2i :

M2
1 M2

2 . . . M2
n

M 1
1 M 1

2 . . . M 1
n

N21 N22 . . . N2n

N 11 N 12 . . . N 1n.

φ2n

g1

φ11

g2

φ12

gn

φ1n

φ21 φ22

h1 h2 hn

Define F pφq to be the pair pφ1, φ2q : F pMq Ñ F pNq, where φ1 “ pφ1iq,
φ2 “ pφ2i q. The collections φ1 and φ2 are morphisms of representations of Anpτq
since together they form a morphism of representations of CLnpτq. That this is
a morphism of arrows follows from the fact that

M2 N2

M 1 N 1

φ2

φ1

g h

commutes. The inverse functor G with FG “ 1 and GF “ 1 is defined in the
obvious way.

The triangular matrix algebra of a finite-dimensional K-algebra A is the
algebra

T2pAq “

„

A 0
A A



of 2ˆ2 lower triangular matrices with entries in A. Addition and multiplication

are defined in the usual way. If
“

a1 0
a2 a3

‰

,
”

b1 0
b2 b3

ı

P T2pAq, then
“

a1 0
a2 a3

‰

`

”

b1 0
b2 b3

ı

“
”

a1`b1 0
a2`b2 a3`b3

ı

and
“

a1 0
a2 a3

‰

”

b1 0
b2 b3

ı

“

”

a1b1 0
a2b1`a3b2 a3b3

ı

. It is clear that T2pAq is also

a finite-dimensional K-algebra.
Then, we have the following.

Proposition 4.2.3. There is an equivalence of categories

modT2pKAnpτqq – repCLnpτq.

Proof. By Lemma 4.2.2 and Theorem 2.3.1,

repCLnpτq – arrprepAnpτqq – arrpmodKAnpτqq.

It follows from Proposition III.2.2 in [3] that

arrpmodAq – modT2pAq

for any finite-dimensional K-algebra A. Applying this to our case with A “

KAnpτq, we get the desired result.
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We have rephrased the representation category of the commutative ladders as
the module category of a triangular matrix algebra. This gives us the following
proof.

Proof of Theorem 4.2.1. By Prop. 4.1.3, A “ KAnpτq is a finite-dimensional
hereditary K-algebra. By Corollary II.1.11 in [2], A is also a basic algebra.
Then, the main theorem of [26] can be applied, which states that T2pAq is
representation-finite if and only if the valued graph of A is a disjoint union
of diagrams of the form An with n ď 4 and B2. Since A “ KAnpτq is given, the
valued graph of A is An. Thus, T2pKAnpτqq is representation-finite if and only
if n ď 4. Apply Proposition 4.2.3.

4.3 Persistence diagrams and AR quivers

4.3.1 Persistence diagram

Recall that any representation V of the quiver ~An has an indecomposable de-
composition into the interval representations

V –
à

1ďaďbďn

Ira, bsma,b ,

which unique up to isomorphism and rearrangement of terms. That is, the
collection of numbers ma,b, 1 ď a ď b ď n, is an invariant determining V up
to isomorphism. Previously we have considered only V “ HqpXq the persistent
homology of some filtration. Here, we take the more general point of view and
consider V any representation of ~An.

As noted before, the persistence diagram of V P rep ~An is a map

DV : indK~An Ñ N0

ra, bs ÞÑ ma,b

where N0 “ t0, 1, 2, . . .u and indK~An is the set of isomorphism classes of inde-
composables of modK~An. Note that indK~An is equal to the set of vertices of
the Auslander-Reiten quiver ΓpKĀnq.

In Fig. 4.2, we have placed the AR quiver of K~An, which is Diagram (4.4)
with n “ 5, side-by-side with the persistence diagram of a representation

V – Ir1,2s ‘ Ir1,4s2 ‘ Ir2,5s ‘ Ir3,3s,

as an example. Compare the presentation in Fig. 4.2b to the way we visualized
the persistence diagram in Fig. 2.3.
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r1,4s

r1,3s

r2,4s

r1,2s

r2,3s

r3,4s

r1,1s

r2,2s

r3,3s

r4,4s

r1,5s r2,5s r3,5s r4,5s r5,5s

(a) AR quiver of K~A5

0

0

0

0

0

0

0

0

0

0

0 0 0 0 01

2

1

1

b

d

(b) PD of a representation of ~A5.

Figure 4.2: The AR quiver of K~A5, and an example persistence diagram of a
representation V of ~A5. The domain of the persistence diagram is the vertices of
the AR quiver. To emphasize this relationship, we have placed the multiplicity
numbers ma,b on the vertices of the AR quiver.

Thus, we propose the following definition.

Definition 4.4 (Persistence Diagram). Let A “ KQ{I be the algebra of a
bound quiver pQ, ρq with Auslander-Reiten quiver Γ, and let V P reppQ, ρq. The
persistence diagram of V is the map

DV : Γ0 Ñ N0

rIs ÞÑ mrIs,

where the numbers mrIs are the multiplicities in an indecomposable decomposi-
tion of V ,

V –
à

rIsPΓ0

ImrIs

and Γ0 is the set of vertices of Γ.

This is well-defined, by the uniqueness up to isomorphism of indecomposable
decompositions. Moreover, this definition encompasses persistence diagrams of
representations of ~An. Note that the function DV is an invariant for representa-
tions. That is, if V –W are two isomorphic representations, then DV “ DW .

Suppose that pQ, ρq is representation-finite. Similar to how we visualize per-
sistence diagrams of representations of ~An, we can visualize the persistence di-
agrams of representations of pQ, ρq by attaching the multiplicities mrIs to the
corresponding vertices rIs in its Auslander-Reiten quiver Γ.

The Auslander-Reiten quiver of CL3pfbq is shown in Fig. 4.3, where the ver-
tices 1 1 1

1 2 1 and 1 2 1
0 1 0 correspond to the isomorphism classes of the indecomposable

representations

K K K

K K2 K

1 1

r 1
0 s

1 r 1 1 s

r 0
1 s

1 , (4.6)
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and

K K2 K

0 K 0

r 1
0 s r 0

1 s

0

0 r 1
1 s 0

0

, (4.7)

respectively. The AR quiver ΓpCL3pfbqq in Fig. 4.3 can be computed in a similar
manner as the computation we have for ΓpCL3pbfqq in the previous section.

0 1 1
0 1 1

1 0 0
0 0 0

0 0 0
1 1 0

0 0 1
0 0 1

1 1 0
0 0 0

0 1 1
0 1 0

1 1 1
0 1 1

1 0 0
1 1 0

0 0 1
1 1 1

0 0 0
0 0 1

0 1 0
0 0 0

0 1 0
0 1 0

1 2 1
0 1 0

1 1 1
0 0 0

1 1 1
0 1 0

0 0 0
0 1 0

1 1 1
1 2 1

1 1 1
1 1 1

1 0 1
1 1 1

0 0 0
1 1 1

0 1 1
0 0 0

1 1 0
0 1 0

1 1 1
1 1 0

0 0 1
0 1 1

1 0 0
1 1 1

0 0 0
1 0 0

1 1 0
1 1 0

0 0 1
0 0 0

0 0 0
0 1 1

1 0 0
1 0 0

Figure 4.3: The Auslander-Reiten quiver of CL3pfbq.

As an example, the persistence diagram of the representation

V –

¨

˚

˚

˝

K K K

K K K

1 1

1

1 1

1

1

˛

‹

‹

‚

2

à

¨

˚

˚

˝

K K K

K K 0

1 1

1

1 1

0

0

˛

‹

‹

‚

3

of CL3pfbq is displayed in Fig. 4.4

0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0 0 2 0 0

0 0 3 0 0 0

0 0 0 0

Figure 4.4: An example of the persistence diagram of a representation V of
CL3pfbq.

4.3.2 Bottleneck distance

Our definition of the persistence diagram also suggests the following interesting
generalization of the `1-bottleneck distance between persistence diagrams. Let
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V be a representation of ~An, with persistence diagram

DV : Γ0 Ñ N0

ra, bs ÞÑ ma,b.

Equivalently, DV is a multiset of isomorphism classes of indecomposable repre-
sentations ra, bs with multiplicityma,b. Define D̄V to be the multisetDV together
with the elements ri, i´ 1s of infinite multiplicity for each i P t1, . . . , nu.

Let V,W P rep ~An. The `1-bottleneck distance between DV and DW is defined
to be

dBpDV , DW q “ inf
γ

sup
vPD̄V

||v ´ γpvq||1

where the infimum is taken over all bijections γ : D̄V Ñ D̄W of multisets. For
v “ ra1, b1s and γpvq “ ra2, b2s, define

||v ´ γpvq||1 “ |a1 ´ a2| ` |b1 ´ b2|.

Let us express the bottleneck distance in terms of the Auslander-Reiten
quiver ΓpK~Anq of K~An. In order to have vertices corresponding to the ri, i´ 1s,
we create vertices Zi “ Iri,i´ 1s and let Γ̂pK~Anq be the AR quiver ΓpK~Anq
together with additional vertices Zi and arrows ri, is Ñ Zi. The bottleneck
distance between DV and DW is equal to

dBpDV , DW q “ inf
γ

sup
vPD̄V

dpv, γpvqq

where dpv, γpvqq is defined to be the minimum of the lengths of all undirected
paths between the vertices v and γpvq in Γ̂pK~Anq.

Motivated by this formulation, we define the `1-bottleneck distance between
persistence diagramsDV andDW of V,W P reppQ, ρq, where pQ, ρq is a representation-
finite bound quiver.

Some preparation is needed. First, let ΓpAq be the Auslander-Reiten quiver
of A “ KQ{I, the algebra of pQ, ρq. Then, suppose that Si, i P t1, . . . , nu is a
complete list of simple A-modules, up to isomorphism. Each Si corresponds to a
vertex rSis in ΓpAq. Let Γ̂pAq be the quiver ΓpAq with additional vertices labeled
rZis and additional arrows rSis Ñ rZis, for i P t1, . . . , nu. Given the persistence
diagram DV of a V P reppQ, ρq, let D̄V the the multiset DV together with
elements rZis, each of infinite multiplicity, for i “ 1, . . . , n. The `1-bottleneck
distance between persistence diagrams DV and DW is defined to be

dBpDV , DW q “ inf
γ

sup
vPD̄V

dpv, γpvqq

where dpv, γpvqq, the graph distance, is the minimum of the lengths of all undi-
rected paths between the vertices v and γpvq in the underlying graph of Γ̂pAq.

As a future work, it may be interesting to study the properties of this gener-
alized bottleneck distance dB. Moreover, the definition we have provided ignores
the directions of the arrows in Γ̂pAq and works with undirected paths. Replacing
dpv, γpvqq by the directed graph distance could possibly provide more interesting
information.
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4.3.3 Interpretations of persistence diagrams

From the side of representation theory, the function from indecomposables to
multiplicities determined by a representation is nothing new. It simply expresses
the representation as a direct sum of mrIs copies of indecomposable representa-
tions I.

By looking atDV from the point of view of topological data analysis, however,
we are able to say more. In the case that A is representation-finite, we easily
visualize plot DV and perform an analysis on the persistence diagram, much like
in the classical case. For this, though, we need to use the information about
where we got the representation V from.

To be concrete, we work with CL3pfbq, and with the following representation
in mind. Let X and Y be two families of simplicial complexes on the same set
of vertices V , parametrized over R so that for parameter values r ă s, Xr Ď Xs

and Yr Ď Ys. In this subsection, let us fix the quiver complex X to be

X :

Xs Xs Y Ys Ys

Xr Xr Y Yr Yr

, (4.8)

for some fixed parameter values r, s, and where it can be checked that the unions
Xs Y Ys, Xr Y Yr are simplicial complexes as well. Consider the representation

V “ HqpXq :

HqpXsq HqpXs Y Ysq HqpYsq

HqpXrq HqpXr Y Yrq HqpYrq

(4.9)

of CL3pfbq obtained as the qth persistent homology of X, which can be used
for detecting simultaneously robust and common features, as explained in the
introduction.

Let us review this interpretation. Restricting to the left and right vertical
columns in Diagram (4.9), we can extract features that are persistent in the
two-step persistent homology modules

HqpXrq HqpXsq
Hqpιq

and HqpYrq HqpYsq
Hqpιq

.

As a shorthand, we call these features robust, for they are persistent in the
parameter interval rr, ss. Whether they are robust or not in the usual sense of
the word depends on the parameter values r and s and the input data.

Similarly, the horizontal direction captures common features between X and
Y , at parameter values r and s independently. Taken together, we detect the
presence, if any, of simultaneously robust and common features via direct sum-
mands of V isomorphic to the indecomposable representation

K K K

K K K

1 1

1

1 1

1

1 .
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0 1 1
0 1 1

1 0 0
0 0 0

0 0 0
1 1 0

0 0 1
0 0 1

1 1 0
0 0 0

0 1 1
0 1 0

1 1 1
0 1 1

1 0 0
1 1 0

0 0 1
1 1 1

0 0 0
0 0 1

0 1 0
0 0 0

0 1 0
0 1 0

1 2 1
0 1 0

1 1 1
0 0 0

1 1 1
0 1 0

0 0 0
0 1 0

1 1 1
1 2 1

1 1 1
1 1 1

1 0 1
1 1 1

0 0 0
1 1 1

0 1 1
0 0 0

1 1 0
0 1 0

1 1 1
1 1 0

0 0 1
0 1 1

1 0 0
1 1 1

0 0 0
1 0 0

1 1 0
1 1 0

0 0 1
0 0 0

0 0 0
0 1 1

1 0 0
1 0 0

Figure 4.5: Indecomposables with common features between X and Y .

By computing an indecomposable decomposition

V –
à

rIsPΓ0

ImrIs ,

we get the persistence diagram DV of V . We postpone the discussion of our
algorithm for computing an indecomposable decomposition of V to Section 4.4.
Here, we assume we have an indecomposable decomposition and DV on hand.

Other than counting the number and getting the generators of the simulta-
neously robust and common features, if any, there is more information we can
get using the persistence diagram. In classical persistence, one way of interpret-
ing the intervals that are close to the diagonal is to say that they correspond
short-lived topological features and thus are most likely noise. Analogously, we
highlight certain regions in ΓpCL3pfbqq that deserve more attention.

1. Shared features. In Fig. 4.5 we have marked the region of indecomposables
where X and Y share some common feature. Beyond just 1 1 1

1 1 1 , it may be
interesting to study other common features that are less robust.

The indecomposables 1 0 1
1 1 1 and 1 1 1

1 2 1 are particularly interesting. First, 1 0 1
1 1 1

captures the features that were common at parameter value r, but are no longer
shared at parameter value s. On the other hand 1 1 1

1 2 1 represents features not
shared at parameter value r, but come together at s. Indeed, restricting to the
lower row, 1 2 1 decomposes as 1 1 0 ‘ 0 1 1 .

2. Further decomposition of robust features. Now suppose that we have
an understanding of the left space X, and wish to derive some information about
Y by comparing it to X. The two-step persistence

HqpXrq HqpXsq
Hqpιq

is a representation of ~A2, with indecomposable decomposition isomorphic to

Ir2,2sl2 ‘ Ir1,2sl12 ‘ Ir1,1sl1 ,

for some numbers l2, l12, l1 P N0. Let us relate these persistent features in X to
the features of Y , via Fig. 4.6.
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0 1 1
0 1 1

1 0 0
0 0 0

0 0 0
1 1 0

0 0 1
0 0 1

1 1 0
0 0 0

0 1 1
0 1 0

1 1 1
0 1 1

1 0 0
1 1 0

0 0 1
1 1 1

0 0 0
0 0 1

0 1 0
0 0 0

0 1 0
0 1 0

1 2 1
0 1 0

1 1 1
0 0 0

1 1 1
0 1 0

0 0 0
0 1 0

1 1 1
1 2 1

1 1 1
1 1 1

1 0 1
1 1 1

0 0 0
1 1 1

0 1 1
0 0 0

1 1 0
0 1 0

1 1 1
1 1 0

0 0 1
0 1 1

1 0 0
1 1 1

0 0 0
1 0 0

1 1 0
1 1 0

0 0 1
0 0 0

0 0 0
0 1 1

1 0 0
1 0 0

L12

L2

L1

Figure 4.6: Indecomposables with corresponding to different robust features in
X

In Fig. 4.6, by looking at the left side of the dimension vectors of the inde-
composable representations, we see that the regions L2, L12, L1 can be thought
of as a further classification of the two-step persistence according to how the
persistent features are related to the features of Y . Suppose that V “ HqpXq
has indecomposable decomposition

V –
à

rIsPΓ0

ImrIs .

Then, the following equalities hold

l2 “
ÿ

rIsPL2

mrIs, l12 “
ÿ

rIsPL12

mrIs, l1 “
ÿ

rIsPL1

mrIs. (4.10)

This shows a further classification of the summands Ir2,2sl2 , Ir1,2sl12 , and Ir1,1sl1
according to how they are related to Y .

As an example, suppose that HqpXq has persistence diagram as given in
Fig. 4.4. Let us overlay the marked regions in Fig. 4.6 over the persistence
diagram:

0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0 0 2 0 0

0 0 3 0 0 0

0 0 0 0
L12

L2

L1

.

By Eq. (4.10), there are 5 robust features in X. As a representation of ~A2, the
two-step persistent homology of X decomposes as

ˆ

HqpXrq HqpXsq
Hqpιq

˙

– Ir1,2s5.
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Moreover, by the persistent diagram above, of these 5 persistent features in X,
only 2 are common with Y at both parameter values r and s.

As another example, let us apply our newly developed tool to our motivating
example of amorphous glass. Recall that the data consists of the atomic configu-
ration of amorphous glass and its atomic configuration after pressurization. We
then construct their weighted alpha complex filtrations X and Y , respectively.
Note that both atomic configurations contain exactly the same atoms, so that
all the simplicial complexes in X and Y are defined on the same set of vertices.

We have argued that the vertical regions CP in the respective persistence di-
agrams of X and Y , as shown in Fig. 1.3, contain topological features of interest.
The vertical region CP is then shown to be robust between two parameter values
r “ 0 and s “ 0.36. The robust features that are preserved under pressurization
are given by the simultaneously robust and common features. This brings us to
our proposed use of the persistent homology over CL3pfbq.

We compute the qth persistent homology HqpXq of the quiver complex X
with the given X, Y and q “ 1. Then, using the algorithm in Section 4.4, we
get

0 1 636 0

30 0 28 0 0 0

0 0 0 719 0 43 1 2304 0 7972

139 0 14 0 4 0

0 0 1067 0
L12

as its persistence diagram DH1pXq.

Here, the region L12 corresponds to the robust features in X, and corresponds
to the features in CP of X. Using Eq. (4.10), we compute that there are

`12 “ 4` 2304` 1` 14 “ 2323

such features. The vertex 1 1 1
1 1 1 corresponds to the simultaneously robust and

common features, and in DHqpXq has multiplicity 2304. Thus, of the 2323 features
in CP , roughly 99.18% (« 2304{2323) persist under the pressurization.

3. Further decomposition of common features. A similar analysis can be
done for the common features. For example, consider the top row of V ,

V 1 “ HqpXsq HqpXs Y Ysq HqpYsq . (4.11)

This restriction gives a representation V 1 of A3pfbq, which has indecomposable
decomposition

V 1 “
à

I

IuI

where I varies over the interval representations of A3pfbq, given by Iri,js for
1 ď i ď j ď 3. We can then give similar equations as in Eq. (4.10). For example,
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U100

U001

0 1 1
0 1 1

1 0 0
0 0 0

0 0 0
1 1 0

0 0 1
0 0 1

1 1 0
0 0 0

0 1 1
0 1 0

1 1 1
0 1 1

1 0 0
1 1 0

0 0 1
1 1 1

0 0 0
0 0 1

0 1 0
0 0 0

0 1 0
0 1 0

1 2 1
0 1 0

1 1 1
0 0 0

1 1 1
0 1 0

0 0 0
0 1 0

1 1 1
1 2 1

1 1 1
1 1 1

1 0 1
1 1 1

0 0 0
1 1 1

0 1 1
0 0 0

1 1 0
0 1 0

1 1 1
1 1 0

0 0 1
0 1 1

1 0 0
1 1 1

0 0 0
1 0 0

1 1 0
1 1 0

0 0 1
0 0 0

0 0 0
0 1 1

1 0 0
1 0 0

U110

U011

U111

U010

Figure 4.7: Indecomposables corresponding to different types of common features
between X and Y at parameter value s

uIr1,3s “
ÿ

rIsPU111

mrIs, uIr2,3s “
ÿ

rIsPU011

mrIs, etc.

Note also that there are overlaps at the vertices 1 2 1
0 1 0 and 1 0 1

1 1 1 . This makes
sense, as restricting to the top row,

˜

K K2 K
r 1

0 s r 0
1 s

¸

–

´

K K 01 0
¯

à

´

0 K K0 1
¯

and
´

K 0 K0 0
¯

–

´

K 0 00 0
¯

à

´

0 0 K0 0
¯

as representations of A3pfbq, so that the vertices 1 2 1
0 1 0 , 1 0 1

1 1 1 each belong to two
different corresponding regions.

In the above, we have given three possible ways of interpreting the persis-
tence diagrams of representations of CL3pfbq. Similar analysis can be given for
the persistence diagrams of representations of the commutative ladder quivers
CLnpτq with n ď 4.

Finally, let us note the following. In the discussion above, we highlighted
regions in the AR quiver useful for further analysis. Looking only at the per-
sistence diagrams, we only have information about multiplicities of isomorphism
classes rIs for I indecomposable, by definition. By referring back to the inde-
composable decomposition, it is possible to study the homology generators as
well, once we have determined vertices rIs of interest. Suppose that V has an
indecomposable decomposition

V “
N
à

i“1

Vi
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where each Vi is an indecomposable representation. If rIs is a vertex that we
have determined to correspond to interesting topological features, we can study
the generators of Vi for Vi – I in the decomposition above.

4.4 Computation of indecomposable decompositions

In this section, we give our algorithm presented in the paper [17] for computing
an indecomposable decomposition, and thus the persistence diagram, of a rep-
resentation of CL3pfbq. We will skip some of the details. In spite of this, the
rest of the algorithm can be filled-in easily, as we discuss its most complicated
parts. Moreover, using the same general principles, the strategy of the algorithm
can be used to derive similar algorithms for the cases of CLnpτq with n ď 3 and
arbitrary τ .

Let

V :

V 4 V 5 V 6

V 1 V 2 V 3

f54 f56

f21

f41 f52

f23

f63

be a representation of CL3pfbq. We place the indices of the K-vector spaces in
V as superscripts. Moreover, contrary to [17], the indices of the morphisms are
to be read from right to left. That is,

fji : V i Ñ V j ,

consistent with our notation for arrows and paths of a quiver.

We compute an indecomposable decomposition

V “
N
à

i“1

Mi –
à

rIsPΓ0

ImrIs ,

where each Mi is isomorphic to some I with rIs P Γ0, to get the persistence
diagram of V . Here, Γ0 are the vertices of the AR quiver of CL3pfbq as given in
Fig. 4.3.

Given numbers di, i P t1, . . . , 6u, let Ip d4 d5 d6d1 d2 d3
q be the (up to isomorphism)

indecomposable representation of CL3pfbq with dimension vector d4 d5 d6
d1 d2 d3

, if one
exists. In the case of CL3pfbq, it can be checked by referring to its AR quiver
that this notation does cause any ambiguity.

The algorithm is divided into several steps. As a general pattern, each step
of the algorithm is then divided into two major parts. The first part extracts
a subrepresentation V 1 specified by a subspace U of a space V i. In this part,
called subspace tracking, we “track” how the subspace is mapped by the maps
in the representation. The meaning of this term will become clear as we discuss
the algorithm.

The second part, called bases arrangement, chooses the correct bases, so that
we get the subrepresentation V 1 as a direct summand of V “ V 1 ‘ V 2. We then
decompose that direct summand V 1 into its indecomposable decomposition. This
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is what we mean by extraction of direct summands. The remaining summand
V 2 is sent to the next step.

The steps of the algorithm are the following.

1. Track Ker f21 (and Ker f23 by symmetry) and extract the determined direct
summand subrepresentation.

2. Track Ker f41 (and Ker f63 by symmetry) and extract the determined direct
summand subrepresentation.

3. Track Ker f54 (and Ker f56 by symmetry) and extract the determined direct
summand subrepresentation.

4. This step is subdivided into two substeps. Here, we track Im f63, but the
indecomposables Ip 1 1 1

1 1 1 q and Ip 1 1 1
1 2 1 q need to be treated separately.

5. The remaining representation is a representation of the D4 quiver

˝ ˝ ˝

˝

.

A procedure similar to steps 1 to 4 extracts an indecomposable decompo-
sition for the representation.

For ease of notation, we shall identify the maps fji : V i Ñ V j with their
matrix forms in the current basis.

Step 1.

S1. Corresponding to a basis change on V 1, we can write

f21 “
“

0 ˚
‰

: V 1 “ U1
1 ‘X

1 Ñ V 2

by transforming f21 to a column-echelon form. Here, U1
1 is the kernel of

f21, and is the subspace we would like to track.

S2. By basis change on V 4, the matrix of f41 becomes

f41 “

„

˚ ˚

0 ˚



: U1
1 ‘X

1 Ñ V 4
14 ‘X

4 “ V 4,

in a row-echelon form. Here, V 4
14 “ f41pU

1
1 q and so the horizontal line is

placed after the `th row, where ` is determined as the largest ` such that
the left dimU1

1 entries of the `th row are nonzero. There is no need to
track further, since f54pV

4
14q “ f54f41pU

1
1 q “ f52f21pU

1
1 q “ 0.

Roughly speaking, we have tracked Ker f21 through the spaces V 1 and V 4.
In the next part we start choosing proper bases to get a direct summand.
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B1. A basis change on U1
1 gives f41 the matrix form

f41 “

„

1 0 ˚

0 0 ˚



: V 1
14 ‘ V

1
1 ‘X

1 Ñ V 4
14 ‘X

4,

by computing a column-echelon form for the upper-left submatrix. Here,
1 is an identity matrix of appropriate size. This basis change does not
change the form of f21 at all.

Finally, by the basis change of
»

–

1 0 ´S
0 1 0
0 0 1

fi

fl

on V 1, where S is the upper-right submatrix of f41, f41 is now in the form

f41 “

„

1 0 0

0 0 ˚



: V 1
14 ‘ V

1
1 ‘ Y

1 Ñ V 4
14 ‘X

4 “ V 4,

while f21 is now in the form

f21 “
“

0 0 ˚
‰

: V 1 “ V 1
14 ‘ V

1
1 ‘ Y

1 Ñ V 2.

Let m1 “ dimV 1
1 and m1,4 “ dimV 1

14 “ dimV 4
14. In the chosen bases, we

have the following direct summands of V :

M1 “

0 0 0

V 1
1 0 00

0 – Ip 0 0 0
1 0 0 q

m1

and

M1,4 “

V 4
14 0 0

V 1
14 0 00

1 – Ip 1 0 0
1 0 0 q

m1,4 .

By symmetry, we can track Ker f23 and get direct summands

M3 “

0 0 0

0 0 V 3
3

0

0 – Ip 0 0 0
0 0 1 q

m3

and

M3,6 “

0 0 V 6
36

0 0 V 3
360

1 – Ip 0 0 1
0 0 1 q

m3,6 .

Thus, V “ V 1
À

M1
À

M1,4
À

M3
À

M3,6, and V 1 has no direct sum-
mands isomorphic to Ip 0 0 0

1 0 0 q, Ip
1 0 0
1 0 0 q, Ip

0 0 0
0 0 1 q, nor Ip 0 0 1

0 0 1 q. The repre-
sentation V 1 gets sent to the next step.
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Step 2. At this stage, f21 and f23 are monomorphisms. Using similar arguments
as above, by tracking Ker f41 through the spaces V 1, V 2, V 3, V 6, we get all the
direct summands of V isomorphic to

Ip 0 0 0
1 1 0 q, Ip

0 0 0
1 1 1 q, Ip

0 0 1
1 1 1 q.

By symmetry, tracking Ker f23 we get all the direct summands of V isomorphic
to

Ip 0 0 0
0 1 1 q, Ip

0 0 0
1 1 1 q, Ip

1 0 0
1 1 1 q.

Of course, at this stage, the direct summands isomorphic to Ip 0 0 0
1 1 1 q have already

been extracted and so will not appear again.

Step 3. Now, f21, f23, f41, and f63 are monomorphisms. In this step, we track
Ker f54 through the spaces V 4, V 1, V 2, V 3, V 6 (and Ker f56 by symmetry) to get
indecomposable direct summands of V isomorphic to

Ip 1 0 0
0 0 0 q, Ip

1 0 0
1 1 0 q, Ip

1 0 1
1 1 1 q, Ip

0 0 1
0 1 1 q, and Ip 0 0 1

0 0 0 q.

Step 4a. At this stage, all maps except f52 are monomorphisms. Let us track
Im f63. This step is split into two parts, because we treat the indecomposables
Ip 1 1 1

1 1 1 q and Ip 1 1 1
1 2 1 q separately.

S1. By a change of basis on V 6, we get a row-echelon form on f63:

f63 “

„

1

0



: V 3 Ñ V 6 “ U6
36 ‘X

6.

Here, U6
36 “ Im f63 and is the subspace of interest. We can get an identity

submatrix because f63 is a monomorphism.

S2. On V 5, row-echelon form:

f56 “

„

1 ˚

0 ˚



: U6
36 ‘X

6 Ñ V 5 “ U5
356 ‘X

5.

Note that f56 is a monomorphism, too.

S3. On V 4, column-echelon form:

f54 “

„

˚ ˚

0 ˚



: V 4 “ U4
3456 ‘X

4 Ñ U5
356 ‘X

5.

S4. On V 1, column-echelon form:

f41

„

˚ ˚

0 ˚



: V 1 “ U1
13456 ‘X

1 Ñ U4
3456 ‘X

4.

So far, everything is similar to steps 1 through 3. However, we need to be
careful to avoid the indecomposables Ip 1 1 1

1 1 1 q and Ip 1 1 1
1 2 1 q.
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B1. Perform row operations on f41 to change it to the form:

f41 “

»

—

—

–

0 ˚

1 ˚

0 0
0 1

fi

ffi

ffi

fl

: U1
13456 ‘X

1 Ñ V 4
23456 ‘ U

4
13456 ‘W

4.

That is, we do basis changes on U4
3456 and X4, independently of each other.

Then, by adding multiples of the 1 in the lower-right corner, we can zero
out the entries above it, and get:

f41 “

»

—

—

–

0 0

1 0

0 0
0 1

fi

ffi

ffi

fl

: U1
13456 ‘X

1 Ñ V 4
23456 ‘ U

4
13456 ‘ Z

4.

The effect on the matrix form of f54 is that it is now:

f54 “

„

S1 S2 ˚

0 0 ˚



: V 4 “ V 4
23456 ‘ U

4
13456 ‘ Z

4 Ñ U5
356 ‘X

5,

where it can be checked that the columns of S1 and S2 are linearly inde-
pendent.

In this step, we do not yet extract the spaces U˚13456, as they are involved
in the indecomposables Ip 1 1 1

1 1 1 q and Ip 1 1 1
1 2 1 q.

B2. By basis changes on U5
356 and X5, independent of each other, we now have

f54 “

»

—

—

—

—

–

0 0 T1

1 0 T2

0 1 T3

0 0 0
0 0 1

fi

ffi

ffi

ffi

ffi

fl

: V 4
23456‘U

4
13456‘Z

4 Ñ V 5
2356‘V

5
23456‘U

5
13456‘W

5.

Then the basis change by

»

—

—

—

—

–

1 0 0 0 ´T1

0 1 0 0 ´T2

0 0 1 0 ´T3

0 0 0 1 0
0 0 0 0 1

fi

ffi

ffi

ffi

ffi

fl

´1

on V 5 gives

f54 “

»

—

—

—

—

–

0 0 0

1 0 0

0 1 0

0 0 0
0 0 1

fi

ffi

ffi

ffi

ffi

fl

: V 4
23456 ‘ U

4
13456 ‘ Z

4 Ñ V 5
2356 ‘ V

5
23456 ‘ U

5
13456 ‘ Z

5.
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B3. The matrix form of f56 is now

f56 “

»

—

—

–

˚ ˚

˚ ˚

˚ ˚

0 ˚

fi

ffi

ffi

fl

: U6
36 ‘X

6 Ñ V 5
2356 ‘ V

5
23456 ‘ U

5
13456 ‘ Z

5,

Note that at step S2 above, we have U6
36 – U5

356, and U5
356 – V 5

2356 ‘

V 5
23456 ‘U

5
13456. Thus, U6

36 – V 5
2356 ‘ V

5
23456 ‘U

5
13456 and we can perform a

change of basis on V 6 to get:

f56 “

»

—

—

–

1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 ˚

fi

ffi

ffi

fl

: V 6
2356 ‘ V

6
23456 ‘ U

6
13456 ‘ Z

6 Ñ

V 5
2356 ‘ V

5
23456 ‘ U

5
13456 ‘ Z

5.

B4. Basis changes on V 3, and then on V 2 turns f63 and f23 into similar forms.
In these chosen bases, the matrices of V are now in the forms:

V 4 V 5 V 6

V 1 V 2 V 3

»

—

—

—

—

—

–

0 0 0

1 0 0

0 1 0

0 0 ˚

fi

ffi

ffi

ffi

ffi

ffi

fl

»

—

—

—

—

—

–

1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 ˚

fi

ffi

ffi

ffi

ffi

ffi

fl

»

—

—

–

0 0

1 0

0 ˚

fi

ffi

ffi

fl

f52
»

—

—

—

—

—

–

1 0 0

0 1 0

0 0 1

0 0 0

fi

ffi

ffi

ffi

ffi

ffi

fl

»

—

—

—

—

—

–

1 0 0

0 1 0

0 0 1

0 0 0

fi

ffi

ffi

ffi

ffi

ffi

fl

By commutativity, it can be checked that in the chosen bases,

f52 “

»

—

—

–

1 0 0 S1

0 1 0 S2

0 0 1 S3

0 0 0 ˚

fi

ffi

ffi

fl

: V 2
2356 ‘ V

2
23456 ‘ U

2
13456 ‘X

2 Ñ

V 5
2356 ‘ V

5
23456 ‘ U

5
13456 ‘ Z

5.

By a change of basis on V 2, we can obtain the form

f52 “

»

—

—

–

1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 ˚

fi

ffi

ffi

fl

: V 2
2356 ‘ V

2
23456 ‘ U

2
13456 ‘ Z

2 Ñ

V 5
2356 ‘ V

5
23456 ‘ U

5
13456 ‘ Z

5
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and this does not affect the form of f32. Again by commutativity,

f21 “

»

—

—

–

0 0

0 0

1 0
˚ ˚

fi

ffi

ffi

fl

: U1
13456 ‘X

1 Ñ V 2
2356 ‘ V

2
23456 ‘ U

2
13456 ‘ Z

2.

We do not need U˚13456 at this stage. In the chosen bases, the matrices are
in the forms:

V 4 V 5 V 6

V 1 V 2 V 3

»

—

—

—

—

—

–

0 0 0

1 0 0

0 1 0

0 0 ˚

fi

ffi

ffi

ffi

ffi

ffi

fl

»

—

—

—

—

—

–

1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 ˚

fi

ffi

ffi

ffi

ffi

ffi

fl

»

—

—

—

–

0

˚

˚

fi

ffi

ffi

ffi

fl

»

—

—

—

—

—

–

0

0

˚

˚

fi

ffi

ffi

ffi

ffi

ffi

fl

»

—

—

—

—

—

–

1 0 0 0

0 1 0 0

0 0 1 0

0 0 0 ˚

fi

ffi

ffi

ffi

ffi

ffi

fl

»

—

—

—

—

—

–

1 0 0

0 1 0

0 0 1

0 0 0

fi

ffi

ffi

ffi

ffi

ffi

fl

»

—

—

—

—

—

–

1 0 0

0 1 0

0 0 1

0 0 0

fi

ffi

ffi

ffi

ffi

ffi

fl

where we emphasize the direct summands that we extract by the double
lines. These are:

0 V 5
2356 V 6

2356

0 V 2
2356 V 3

2356

0 1

0

0 1

1

1 – Ip 0 1 1
0 1 1 q

m2,3,5,6

and

V 4
23456 V 5

23456 V 6
23456

0 V 2
23456 V 3

23456

1 1

0

0 1

1

1 – Ip 1 1 1
0 1 1 q

m2,3,4,5,6 .

By symmetry, we also get indecomposable summands isomorphic to Ip 1 1 0
1 1 0 q

and Ip 1 1 1
1 1 0 q.

Step 4b. In step 4b, some special arguments are needed to deal with the inde-
composables Ip 1 1 1

1 1 1 q and Ip 1 1 1
1 2 1 q. Note that all maps except f52 are monomor-

phisms. This allows us to obtain the appropriate identity submatrices, denoted
1, in the steps below.
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S1. By a change of basis on V 4, we get a row echelon form

f41 “

„

1
0



: V 1 Ñ V 4 “ U4
14 ‘X

4.

S3. Perform a change of basis on V 5 to get

f54 “

„

1 0
0 ˚



: V 4 “ U4
14 ‘X

4 Ñ V 5 “ U5
145 ‘X

5

via row operations.

S3. Perform a change of basis on V 6 (corresponding to the appropriate column
operations on f56) to obtain the matrix form

f56 “

„

1 0
0 ˚



: V 6 “ U6
1456 ‘X

6 Ñ V 5 “ U5
145 ‘X

5.

Note that we can obtain a submatrix 1 in the upper left of f56, since
the direct summands isomorphic to Ip 1 1 0

1 1 0 q have all been removed in the
previous step.

S4. Perform a change of basis on V 3 so that we get the form

f63 “

„

1

0



: V 3 Ñ U6
1456 ‘X

6.

Here, we can obtain a submatrix 1 in f63, since the direct summands
isomorphic to Ip 1 1 1

1 1 0 q have all been removed.

The above matrix forms provides a sequence of isomorphisms

V 1 – U4
14 – U5

145 – U6
1456 – V 3,

showing that dimV 1 “ dimV 3. We denote this dimension by s.

Next, we need to choose the correct bases to extract direct summands isomor-
phic to Ip 1 1 1

1 1 1 q and Ip 1 1 1
1 2 1 q, where the indecomposable representation Ip 1 1 1

1 2 1 q

is given in Eq. (4.6). Denote the columns in the matrix forms of f21 and f23 by

f21 “
“

a1 ¨ ¨ ¨ as
‰

and f23 “
“

b1 ¨ ¨ ¨ bs
‰

,

where ai and bi are the columns of f21 and f23, respectively. By commutativity
in CL3pfbq and the bases chosen in the subspace tracking, it can be checked that
f52paiq “ f52pbiq P V

5 for i P t1, . . . , su and that these vectors in V 5 are linearly
independent.

Define the matrix

C “
“

a1 b1 a2 b2 ¨ ¨ ¨ as bs
‰
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by interleaving the columns of the matrix forms of f21 and f23. In the following
induction, we transform C into the form

Ĉ “

»

—

—

—

—

—

—

—

—

—

—

–

1
. . . 0

1

1 1

0
. . .

1 1

0 0

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

(4.12)

by row operations and certain column operations, with a 2s1ˆ2s1 identity matrix
in the upper left and an s2 ˆ 2s2 matrix in the middle right for some s1, s2 P N0

with s “ s1 ` s2. In transforming C to the form Ĉ, only column operations
on pairs of columns ci, cj in C “ rc1 . . . c2ss with i “ jpmod 2q are permissible.
That is, we do not to mix the columns of f21 and f23.

Note that a row operation on C corresponds to a basis change on V 2. The
above permissible column operations ensure that each column operation corre-
sponds to a basis change for either V 1 or V 3. In the bases chosen via the trans-
formation of C to Ĉ, the matrices of f21 and f23 will taken on their corresponding
forms. That is, f21 now has matrix form consisting of the odd-numbered columns
of Ĉ, while f23 has matrix form consisting of the even-numbered columns of Ĉ.

Of course, the matrix forms of f41, f54, f56, f63 already obtained in the sub-
space tracking in steps S1 to S4 may change under this process. In each induction
step, we also perform changes of bases on V 4, V 5, V 6 to restore them to the forms
obtained in the subspace tracking.

To compress the notation, define the nkˆmk matrix DkpMq, given an nˆm
matrix M , as the matrix

DkpMq “

»

—

—

—

–

M
M

.. .

M

fi

ffi

ffi

ffi

fl

obtained by placing k copies of M along the block diagonal. Then,

Ĉ “

»

–

1 0
0 Ds2p

“

1 1
‰

q

0 0

fi

fl

where the 1 identity submatrix in the upper left is of size 2s1.
To begin each induction step, assume that the matrix C is in the form

C “

„

C 1 ˚

0 ˚



where C 1 is

C 1 “

»

–

1 0
0 D`2p

“

1 1
‰

q

0 0

fi

fl
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and the 1 identity submatrix in the upper left is of size 2`1. Clearly, the matrix
C 1 is of size mˆ 2`, where ` “ `1 ` `2 and m “ 2`1 ` `2.

As the inductive step, we show that the number of columns of C 1 can be
extended from 2` to 2` ` 2 without affecting the matrix forms of f41, f54, f56,
f63. As for the number of rows of C 1, it either becomes m` 1 or m` 2.

The column in C adjacent to C 1 is the column c2``1 and corresponds to the
p`` 1qst column a``1 of f12. If all the entries ai,``1 of the column a``1 are 0 for
i ą m, then a``1 can be expressed as a linear combination

a``1 “

`1
ÿ

i“1

pαiai ` βibiq `
ÿ̀

i“`1`1

αiai

for some αi, βi P K, due to the current form of the matrix C. Applying f52 and
by linearity,

f52pa``1q “

`1
ÿ

i“1

pαi ` βiq f52paiq `
ÿ̀

i“`1`1

αif52paiq.

This contradicts the fact that f52pa1q, . . . , f52pa``1q are linearly independent.

Hence there exists a nonzero entry ai,``1 for some i ą m in the column a``1.
After suitable row operations, we can transform C to the form

p2` ` 1qst

C “

»

–

C 1 0 ˚

0 1 ˚

0 0 ˚

fi

flpm ` 1qst
.

The next adjacent column is c2``2 of C, corresponding to the column b``1

of f23. Here, there are two possible cases, giving the cases where the number of
rows of C 1 either extends to m` 2 or m` 1, respectively.

Case 1: If the column b``1 has a nonzero element bi,``1 for some i ą m ` 1,
then C can be transformed into

C “

»

—

—

–

C 1 0 0 ˚

0 1 0 ˚

0 0 1 ˚

0 0 0 ˚

fi

ffi

ffi

fl

pm ` 1qst

pm ` 2qnd

by suitable row operations. Appropriate column and row permutations finish
the induction step.

Case 2: Otherwise, bi,``1 “ 0 for all i ą m ` 1. That is, all row entries in
column b``1 below row m ` 1 are 0. Again, by referring to the current form of
C, the column vector b``1 can be expressed as a linear combination

b``1 “

`1
ÿ

i“1

pαiai ` βibiq `
ÿ̀

i“`1`1

αiai ` α``1a``1
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for some αi, βi P K. Mapping both sides to V 5 by f52 leads to

p1´ α``1qf52pa``1q “

`1
ÿ

i“1

pαi ` βiqf52paiq `
ÿ̀

i“`1`1

αif52paiq.

By linear independence, all the coefficients above must be 0, so that

α``1 “ 1, αi “

"

´βi, i “ 1, . . . , `1,
0, i “ `1 ` 1, . . . , `.

Therefore, the matrix C has the form

C “

»

—

—

—

—

—

—

—

—

—

—

—

–

α1

´α1

C 1 0
... ˚

α`1
´α`1

0

0 1 1 ˚

0 0 0 ˚

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

By taking the odd-numbered columns of C for f21 and the even-numbered
columns of C for f23, we see that f21 and f23 now have matrix forms

f21 “

p` ` 1qst
»

—

—

–

Da 0 0 ˚

0 1 0 ˚

0 0 1 ˚

0 0 0 ˚

fi

ffi

ffi

fl

, f23 “

p` ` 1qst
»

—

—

–

Db 0 α˘ ˚

0 1 0 ˚

0 0 1 ˚

0 0 0 ˚

fi

ffi

ffi

fl

,

where Da “ D`1pr
1
0 sq and Db “ D`1pr

0
1 sq are the 2`1 ˆ `1 matrices

Da “

»

—

—

—

—

—

—

—

—

—

–

1
0

1
0

. . .

1
0

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

, Db “

»

—

—

—

—

—

—

—

—

—

–

0
1

0
1

. . .

0
1

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

and where

α˘ “

»

—

—

—

—

—

–

α1

´α1

...
α`1
´α`1

fi

ffi

ffi

ffi

ffi

ffi

fl

, α` “

»

—

—

—

—

—

–

α1

0
...
α`1
0

fi

ffi

ffi

ffi

ffi

ffi

fl

, α “

»

—

–

α1

...
α`1

fi

ffi

fl

for convenience of notation.
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At this stage, we want to zero out α˘ in C. Note that we cannot just use
the bm`1,``1 “ 1 entry below α˘ as pivot to zero out α˘ via row operations
because the p2`` 1qst column in C will be affected. Instead, we first use column
operations, taking advantage of the symmetry in α˘.

In f23, the entries containing a 1 to the left of α˘ are in the even-numbered
rows. We perform a basis change on V 3 corresponding to column operations on
f23. The even-numbered entries in α˘ can be zeroed out, giving

f23 “

p` ` 1qst
»

—

—

–

Db 0 α` ˚

0 1 0 ˚

0 0 1 ˚

0 0 0 ˚

fi

ffi

ffi

fl

via the basis change matrix on V 3

R “

»

—

—

–

1 α

1 0

1

1

fi

ffi

ffi

fl

(4.13)

where α is on the p` ` 1qst column of R. The effect of this change of basis on
the matrix form of f63 is that it is now

f63 “

„

1

0



R “

„

R

0



.

We will see later that f63 can be restored to its proper form within the current
inductive step.

At this stage, we can now use the bm`1,``1 “ 1 entry to zero out α` in f23

via row operations:

f23 “

p` ` 1qst
»

—

—

–

Db 0 0 ˚

0 1 0 ˚

0 0 1 ˚

0 0 0 ˚

fi

ffi

ffi

fl

This is effected by the basis change matrix

pm ` 1qst

»

—

—

–

1 ´α`
1 0

1

1

fi

ffi

ffi

fl

´1

on V 2, which changes the matrix form of f21 to

f21 “

»

—

—

–

1 ´α`
1 0

1

1

fi

ffi

ffi

fl

»

—

—

–

Da 0 0 ˚

0 1 0 ˚

0 0 1 ˚

0 0 0 ˚

fi

ffi

ffi

fl

“

»

—

—

–

Da 0 ´α` ˚

0 1 0 ˚

0 0 1 ˚

0 0 0 ˚

fi

ffi

ffi

fl

.
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Intuitively speaking, we have transferred α` from f23 to f21 as ´α`. Then, ´α`
can be zeroed out from f21 by column operations corresponding to a change of
basis on V 1. We obtain

f21 “

p` ` 1qst
»

—

—

–

Da 0 0 ˚

0 1 0 ˚

0 0 1 ˚

0 0 0 ˚

fi

ffi

ffi

fl

by a basis change matrix that is of the same form as R in Eq. (4.13). Thus, f41

is now in the form

f41 “

„

1

0



R “

„

R

0



.

It remains to transform the maps f41, f54, f56, f63 into the forms obtained in
the steps S1 to S4. Currently, we have the matrix forms f41 “

“

R
0

‰

and f63 “
“

R
0

‰

where the number of rows in the 0 submatrices may be different. By the
basis change matrices of the form

“

R 0
0 1

‰

on V 4 and V 6, we get the forms

f41 “

„

1
0



and f63 “

„

1
0



.

In these bases, f54 and f56 will now have matrix forms

f54 “

„

1 0
0 ˚

 „

R 0
0 1



, f56 “

„

1 0
0 ˚

 „

R 0
0 1



.

Finally, a change of basis on V 5 by
“

R 0
0 1

‰

simultaneously gives f54 and f56 the
matrix forms

f54 “

„

1 0
0 ˚



, f56 “

„

1 0
0 ˚



as required. This finishes the induction step.

To summarize, we now have the matrix forms

V 4 V 5 V 6

V 1 V 2 V 3

»

—

—

–

1 0

0 1

0 0

fi

ffi

ffi

fl

f52

»

—

—

–

1 0

0 1

0 0

fi

ffi

ffi

fl

»

—

—

–

1 0 0

0 1 0

0 0 ˚

fi

ffi

ffi

fl

»

—

—

–

1 0 0

0 1 0

0 0 ˚

fi

ffi

ffi

fl

f21 f23
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where

f21 “

»

—

—

—

—

—

—

—

—

—

—

—

—

—

—

—

—

—

—

—

–

1
0

1
0 0

. . .

1
0

1

0
. . .

1

0 0

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

, f23 “

»

—

—

—

—

—

—

—

—

—

—

—

—

—

—

—

—

—

—

—

–

0
1

0
1 0

. . .

1
0

1

0
. . .

1

0 0

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

in the chosen bases, by the form of Ĉ. By commutativity, f52 now has matrix
form

f52 “

»

—

—

—

—

—

—

—

—

—

—

–

1 1
. . . 0 T1

1 1

1

0
. . . T2

1

0 0 ˚

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

.

Using column operations, corresponding to a basis change on V 2, the submatrices
T1 and T2 can be zeroed out without affecting the forms of f21 and f23.

This gives the forms

V 4 V 5 V 6

V 1 V 2 V 3

»

—

—

—

–

1 0

0 1

0 0

fi

ffi

ffi

ffi

fl

»

—

—

—

–

Ds1 pr 1 1 sq 0 0

0 1 0

0 0 ˚

fi

ffi

ffi

ffi

fl

»

—

—

—

–

1 0

0 1

0 0

fi

ffi

ffi

ffi

fl

»

—

—

—

–

1 0 0

0 1 0

0 0 ˚

fi

ffi

ffi

ffi

fl

»

—

—

—

–

1 0 0

0 1 0

0 0 ˚

fi

ffi

ffi

ffi

fl

»

—

—

—

–

Ds1 pr
1
0 sq 0

0 1

0 0

fi

ffi

ffi

ffi

fl

»

—

—

—

–

Ds1 pr
0
1 sq 0

0 1

0 0

fi

ffi

ffi

ffi

fl

where again we have emphasized the direct summands we can extract. This
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clearly gives all the direct summands of V isomorphic to

K K K

K K2 K

1 1

r 1
0 s

1 r 1 1 s

r 0
1 s

1

and

K K K

K K K

1 1

1

1 1

1

1 .

Step 5. The remaining representation can be viewed as a representation of
D4, since V 1 “ V 3 “ 0, and f21, f23, f41, and f63 will be 0. The rest of the
algorithm can be derived in a similar manner as what we have given above,
specifically following Steps 1 and 4a as templates. For more details, see the
paper [17].





Chapter 5

Matrix Problems

In the previous chapter, we studied the representation theory of CLnpτq and its
applications to topological data analysis. Here, we reformulate representations
of CLnpτq as certain matrix problems. This is an alternative viewpoint that
we expect will provide a more elegant algorithm for computing indecomposable
decompositions.

By Lemma 4.2.2, the categories repCLnpτq and arrprepAnpτqq are isomor-
phic. As a consequence, we can identify M P repCLnpτq with the arrow F pMq “
pφ : V ÑW q as given in the proof of Lemma 4.2.2.

Let such an arrow φ : V Ñ W be given. Since V P repAnpτq, there is an
isomorphism to an indecomposable decomposition

ηV : V –
à

1ďaďbďn

Ira, bsmab ,

where Ira,bs are the interval representations of Anpτq. A similar isomorphism ηW
can be constructed for W . Using these isomorphisms, the arrow φ is isomorphic
to

ηWφη
´1
V :

à

1ďaďbďn

Ira, bsmab Ñ
à

1ďaďbďn

Ira, bsm
1
ab .

This can be written in a matrix form
”

Φa1,b1

a,b

ı

pa,bq,pa1,b1q
where each entry

πpηWφη
´1
V qι “ Φa1,b1

a,b : Ira, bsmab Ñ Ira1, b1sm
1
a1b1

is obtained by inclusion from and projection to the appropriate direct summand.
It can be shown that for arbitrary orientations τ , the morphisms between

the interval representations of Anpτq satisfy

dimK HomKAnpτqpIra, bs, Ira
1, b1sq ď 1,

by using the property of commutativity. However, precisely which pairs of pairs
pa, bq, pa1, b1q give rise to nonzero homomorphism spaces depends on τ . This
computation, however, is not needed in what follows.

For each pair of pairs pa, bq, pa1, b1q with HomKAnpτqpIra, bs, Ira1, b1sq ‰ 0, we
define a morphism

fa
1,b1

a,b P HomKAnpτqpIra, bs, Ira
1, b1sq

119
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by the following. Note first that if HomKAnpτqpIra, bs, Ira1, b1sq ‰ 0, then the
intersection of the intervals

ra, bs X ra1, b1s “ ti | a ď i ď bu X ti | a1 ď i ď b1u ‰ H.

There is therefore an index ` P ra, bsXra1, b1s. By the commutativity requirement
on morphisms, it can be checked that any f : Ira,bs Ñ Ira1,b1s is determined by
its map at index `, f` : K Ñ K. Since dimK HomKpK,Kq “ 1, this shows that
dimK HomKAnpτqpIra, bs, Ira1, b1sq “ 1. Moreover, by this property, we choose

fa
1,b1

a,b to be the uniquely defined morphism f determined by f` “ 1K . In this
case, f`1 “ 1K for all `1 in ra, bs X ra1, b1s.

Note that fa
1,b1

a,b is only defined for pairs of intervals with nonzero corre-
sponding homomorphism K-vector space. This choice of morphisms satisfies the
following very important property. For any triple of pairs pa, bq, pa1, b1q, pa2, b2q
with

HomKAnpτqpIra, bs, Ira1, b1sq ‰ 0,

HomKAnpτqpIra1, b1s, Ira2, b2sq ‰ 0, and

HomKAnpτqpIra, bs, Ira2, b2sq ‰ 0,

the chosen morphisms satisfy the property that

fa
2,b2

a,b “ fa
2,b2

a1,b1 f
a1,b1

a,b .

This property can be checked immediately, from the definition. With the con-
ditions given, the three intervals ra, bs, ra1, b1s, ra2, b2s have pairwise nonempty
intersections. It can then be checked that the three intervals have a common
intersection. On each index in this intersection, the equality above is simply
1K “ 1K ˝ 1K .

Then, the above morphisms Φa1,b1

a,b can be factored into F a
1,b1

a,b fa
1,b1

a,b , where each

F a
1,b1

a,b is a matrix of size m1a1b1 ˆmab with entries in K. Contrast this with Φa1,b1

a,b ,
which is a matrix of morphisms in HomKAnpτqpIra, bs, Ira1, b1sq.

To illustrate this procedure, let us give the example with τ “ f . Up to
isomorphism, the indecomposable representations of A2pfq are Ir1, 1s, Ir1, 2s,
Ir2, 2s. Given a CLpfq-module

V “

V3 V4

V1 V2

g43

g21

g31 g42 ,

we can choose bases on Vi so that the matrix forms of g43 and g21 are of the
form r 1 0

0 0 s, possibly of different sizes. In the chosen bases, V is

V 13 ‘ V
2

3 V 14 ‘ V
2

4

V 11 ‘ V
2

1 V 12 ‘ V
2

2

r1 0
0 0 s

r1 0
0 0 s

g131 g142
,
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where g131 and g142 are the matrix forms of g31 and g42.

Let g131 “

”

A1 B1
C1 D1

ı

and g142 “

”

A2 B2
C2 D2

ı

. By commutativity,

“

A1 B1
0 0

‰

“

”

A2 0
C2 0

ı

must be satisfied. Now, the representation V is mapped by the equivalence into
the category arrprepA2pfqq, with image the arrow g “ pg31, g42q. In matrix
forms, this arrow is given by

g “
´

“

A 0
C1 D1

‰

,
”

A B2
0 D2

ı¯

where A “ A1 “ A2.

In this form, we have a decomposition (in repA2pfq) of the upper and lower
rows, as follows:

p 0 V 24
0

q ‘ p V 13 V 14
1

q ‘ p V 23 00
q

g

p 0 V 22
0

q ‘ p V 11 V 12
1

q ‘ p V 21 00
q.

Thus, g “ pg31, g42q is isomorphic to an arrow

pIr2, 2sm122q ‘ pIr1, 2sm112q ‘ pIr1, 1sm111q

φ

pIr2, 2sm22q ‘ pIr1, 2sm12q ‘ pIr1, 1sm11q

where m122 “ dimV 24 , m111 “ dimV 23 , and m112 “ dimV 13 “ dimV 14 for the
codomain, and m22 “ dimV 22 , m11 “ dimV 21 , and m12 “ dimV 11 “ dimV 12 .

It can be checked that written as a matrix, φ is given by:

D2f
2,2
2,2 0 0

B2f
1,2
2,2 Af1,2

1,2 0

0 C1f
1,1
1,2 D1f

1,1
1,1

»

—

—

—

—

—

—

—

–

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

2:2

1:2

1:1

2:2 1:2 1:1

:
à

1ďaďbď2

Ira, bsmab Ñ
à

1ďaďbď2

Ira, bsm
1
ab .

In this notation, we have labeled columns and rows by symbols a:b, corresponding
to the direct summands Ira,bsmab for columns and Ira,bsm

1
ab for rows.

Suppose that two arrows Φ to Ψ are already in the form given above. By
definition of the arrow category, a morphism from Φ to Ψ is a pair of morphisms
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pF1, F2q in repA2pfq such that the diagram

à

1ďaďbď2

Ira, bsmab
à

1ďaďbď2

Ira, bsm
1
ab

à

1ďaďbď2

Ira, bsnab
à

1ďaďbď2

Ira, bsn
1
ab

Φ

F1 F2

Ψ

commutes, or equivalently ΨF1 “ F2Φ. Because their domains and codomains
are already expressed as direct sums, we can similarly write F1 and F2 in matrix
forms.

Let us summarize the above matrix problem. Note that we remove mention

of the fa
1,b1

a,b , to simplify the presentation. Once the objects, morphisms, and

composition rules are known, fa
1,b1

a,b can be hidden.

Example 5.1. Form the category with:

• Objects are

M “

»

–

Mpx41q

Mpx51q Mpx52q

Mpx62q Mpx63q

fi

fl

where each block entry Mpxjiq is a matrix with entries in K, of appropriate
sizes.

• Morphisms are F “ pF1, F2q : M Ñ N given by

¨

˝

»

–

F pw1q

F pv21q F pw2q

F pv32q F pw3q

fi

fl ,

»

–

F pw4q

F pv54q F pw5q

F pv65q F pw6q

fi

fl

˛

‚

satisfying F2 ˚ M “ N ˚ F1. The block entries F p˚q are matrices with
entries in K, of appropriate sizes. The identity morphism of M is given

by
´”

1
0 1
0 1

ı

,
”

1
0 1
0 1

ı¯

: M ÑM , where the 1’s and 0’s are appropriately-

sized identity and zero matrices.

• Compositions is given by the following. For F “ pF1, F2q : M Ñ N ,
G “ pG1, G2q : LÑM , FG “ pF1 ˚G1, F2 ˚G2q.

In the above, ˚ is the usual multiplication of block matrices, except that the
lower-left block entry is always kept empty.

The matrix problem associated with this category is to describe its indecom-
posable objects, and given an object M , to find its indecomposable decomposi-
tion.

That the multiplication ˚ above keeps the lower-left entry empty is related
to the fact that dimK HomKAnpτqpIr2,2s, Ir1,1sq “ 0 and that f1,1

1,2 f
1,2
2,2 “ 0. Note

that in this case, f1,1
2,2 is not even defined.
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At this stage, it is not necessary to understand xji, vji, wi as anything other
than indexing symbols for the tuples of matrices that comprise the objects and
morphisms. While we do not explain it here, the use of this notation will become
clear in the context of generators of bocses and differential biquivers.

The category given above is equivalent to arrprepA2pfqq, and thus to repCL2pfq.
We will do this in general via Theorem 5.0.1, later. For now, let us further ex-
pound on the matrix problem by converting it into a problem involving matrices
and certain permissible row and column operations.

Given an object M of the category above, we are interested in finding a
normal form in the isomorphism class of M . If M – N , then we have an
isomorphism F “ pF1, F2q : M Ñ N , so that N “ F2 ˚M ˚ F´1

1 .

From the restrictions made on the form of morphisms F “ pF1, F2q, only the
following operations are permissible.

1. Any elementary row or column operation within the same row or column
block.

2. Any addition of a K-multiple of a row in row block 1 to a row in row block
2, and a row in 2 to a row in 3.

3. Any addition of a K-multiple of a column in column block 3 to a column
in 2, and a column in 2 to one in 1.

By a row block, we mean the collection of block entries in the matrix sharing
the same row in the block matrix structure of M . For example, the second row
block of an object M is given by the rows of

“

Mpx51q Mpx52q
‰

.

The term column block is defined similarly. Also, it is important to remember
that the lower-left block entry is always kept empty – not as a requirement for
the row and column operations, but rather that no matter what operation we
do, it is always empty.

Let us use the permissible operations to find an indecomposable decomposi-
tion for M an object of the category in Example 5.1. We denote by ˚ the nonzero
block entries in the matrix. In general, an object M of the category above is:

˚

˚ ˚

˚

»

—

—

—

—

—

–

fi

ffi

ffi

ffi

ffi

ffi

fl

˚

where the arrows to represent permissible operations of type 2 and 3.

By using operations of type 1, we can transform each diagonal block into a
Smith normal form E 0

0 0 , where E is an identity matrix. In other words, M is
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isomorphic to an object of the form

E 0
0 0

˚ ˚
˚ ˚

E 0
0 0

˚ ˚
˚ ˚

E 0
0 0

»

—

—

—

—

—

–

fi

ffi

ffi

ffi

ffi

ffi

fl

2:2

1:2

1:1

2:2 1:2 1:1

.

Using operations of type 2 and 3, we can transform the above matrix into
the following form. By pivoting using the entries in each E submatrix, we can
zero out entries in some of the blocks sharing the same row or column as that
E. Of course, which of these blocks can be zeroed out is determined by what
operations are permissible. In this simple case, the entries to the left and below
each E can be zeroed out.

E 0
0 0

0 0
0 ˚

E 0
0 0

0 0
0 ˚

E 0
0 0

»

—

—

—

—

—

–

fi

ffi

ffi

ffi

ffi

ffi

fl

2:2

1:2

1:1

2:2 1:2 1:1

.

We extract the extractable summands as below,

E 0
0 0

0 0
0 ˚

E 0
0 0

0 0
0 ˚

E 0
0 0

»

—

—

—

—

—

—

—

–

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

2:2

1:2

1:1

2:2 1:2 1:1

. (5.1)

For example, the middle cross region gives s indecomposable summands with
dimension vector 1 1

1 1 , if the middle E is an s by s identity matrix. More precisely,
in the form given in Eq. (5.1), the matrix is a direct sum

E

„ 

1:2

1:2
à

E 0
0 0

0 ˚ 0

0
˚

E 0
0 0

»

—

—

—

—

—

—

–

fi

ffi

ffi

ffi

ffi

ffi

ffi

fl

2:2

1:2

1:1

2:2 1:2 1:1

,

and the matrix rEs above is the arrow E : Ir1,2ss Ñ Ir1,2ss, which corresponds
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to the representation
¨

˚

˚

˝

K K

K K

1

1

1 1

˛

‹

‹

‚

s

of CL2pfq. That is, we obtain s copies of the indecomposable representation
of CL2pfq with dimension vector 1 1

1 1 . Using similar arguments for the other
encircled regions in Eq. (5.1), we also extract direct summands corresponding to
the dimension vectors 0 1

0 1 , 1 0
1 0 , 0 1

0 0 , and 0 0
1 0 .

What remains is

˚ 0

˚

»

—

–

fi

ffi

fl

1:2

1:1

2:2 1:2

–

E 0
0 0 0

E 0
0 0

»

—

—

—

–

fi

ffi

ffi

ffi

fl

1:2

1:1

2:2 1:2

from which we may immediately extract more summands. We obtain 1 1
0 1 , 1 0

1 1 ,
0 0
0 1 , 0 0

1 1 , 1 1
0 0 , and 1 0

0 0 .
The remaining matrix is empty, and so the algorithm ends. At this stage, we

have accounted for all the indecomposable representations. This can be checked
against the AR quiver of CL2pfq given in Figure A.2, which was derived by the
knitting procedure.

Let us also write down the general matrix problem corresponding to arrprepAnpτqq –

repCLnpτq. First, note that there are Λ “ npn`1q
2 isomorphism classes of inde-

composables in repAnpτq, given by the isomorphism classes of the interval repre-
sentations Ira,bs for 1 ď a ď b ď n. Order the indecomposables Ira,bs arbitrarily
as

J1, J2, . . . JΛ.

To summarize the structure of the morphisms fa
1,b1

a,b , we use the following
formalism.

Definition 5.1 (The relation Ý). Let J1, J2, . . . JΛ be some arbitrary ordering
of all the interval representations Ira,bs P repAnpτq. Define a relation Ý on the
set t1, . . . ,Λu by i Ý j if and only if HomKAnpτqpJi, Jjq ‰ 0.

Clearly, i Ý i for all i P t1, . . . ,Λu. It can be checked that Ý is antisym-
metric: if i Ý j and j Ý i, then i “ j. However, Ý is not transitive. From
i Ý j and j Ý k, we cannot conclude that i Ý k. Thus Ý is not a partial order.
Moreover, we warn that having a path from Ji to Jj in the AR quiver ΓpAnpτqq
does not guarantee that i Ý j, although from i Ý j we can conclude that there
is a path from Ji to Jj .

We need two copies of the indices t1, . . . ,Λu, one for row indices and another
for column indices of objects. We use t1, . . . ,Λu for columns and t11, . . . ,Λ1u for
rows. To index the submatrices in our matrix problem, create the symbols xj1i,
vji, and vj1i1 , for all pairs pi, jq with i Ý j. In the definition below, the subscripts
i Ý j in the matrices means to vary through all pairs pi, jq with i Ý j.
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Definition 5.2. Form the category Cpτq with:

• An object is a sequence of numbers di, di1 indexed by i P t1, . . . ,Λu and a
set of matrices

“

Mpxj1iq
‰

iÝj

where each block entry Mpxj1iq is a matrix of size dj1 ˆ di with entries in
K, for pairs pi, jq with i Ý j.

• Let M “ pdi, di1 ,Mpxj1iqq and N “ pd̂i, d̂i1 ,Mpxj1iqq. A morphism is F “
pF1, F2q : M Ñ N , with

pF1, F2q “

´

rF pvjiqsiÝj ,
“

F pvj1i1q
‰

iÝj

¯

where each block entry F pvjiq is a K-matrix of size d̂jˆdi and each F pvj1i1q

is a K-matrix of size d̂j1 ˆ di1 , satisfying the equalities

ÿ

iÝkÝj

F pvj1k1qMpxk1iq “
ÿ

iÝkÝj

Npxj1kqF pvkiq (5.2)

are satisfied for every pair pi, jq with i Ý j. The summations are taken
over all k P t1, . . . ,Λu such that i Ý k and k Ý j.

• Compositions: For F : M Ñ N , G : LÑM , FG : LÑ N

pFGqpvjiq “
ÿ

iÝkÝj

F pvjkqGpvkiq (5.3)

and

pFGqpvj1i1q “
ÿ

iÝkÝj

F pvj1k1qGpvk1i1q (5.4)

for every pair pi, jq with i Ý j.

Clearly, Example 5.1 is Cpτq in Definition 5.2 in the case of n “ 2, τ “
f , with indices t1, 2, 3, 4 “ 11, 5 “ 21, 6 “ 31u, and symbols wi “ vii for i P
t1, 2, 3, 11, 21, 31u. The above conditions for morphisms and their compositions
are simply the defining equations, written entry-wise, of conditions originally
written as matrix multiplication: F2 ˚ M “ N ˚ F1, pFGq1 “ F1 ˚ G1, and
pFGq2 “ F2 ˚G2.

Theorem 5.0.1. Given an orientation τ , the category Cpτq constructed in Def-
inition 5.2 is equivalent to arrprepAnpτqq.

Proof. This follows by construction. Let us, however, explicitly construct an
equivalence Υ : Cpτq Ñ arrprepAnpτqq.

Given an object M “ pdi, di1 ,
“

Mpxj1iq
‰

iÝj
q, define ΥpMq as the arrow:

˜

ΥpMq :
Λ
à

i“1

Jdii Ñ

Λ
à

i“1

J
di1
i

¸

P arrprepAnpτqq
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so that in matrix form, ΥpMq is just M . Precisely speaking, this means that for
i Ý j,

πΥpMqι “Mpxj1iqf
a1,b1

a,b : Jdii Ñ J
dj1
j

where Ji “ Ira,bs, Jj “ Ira1,b1s, and π and ι is the projection to J
dj1
j and the

inclusion from Jdii , respectively. For i Ý j, πΥpMqι “ 0 : Jdii Ñ J
dj1
j .

Let
˜

ΥpNq :
Λ
à

i“1

J d̂ii Ñ

Λ
à

i“1

J
d̂i1
i

¸

P arrprepAnpτqq

be likewise given. A morphism F : M Ñ N in Cpτq, then, is a pair pF1, F2q of
matrices which we can similarly turn into arrows:

ΥpF1q :
Λ
À

i“1
Jdii Ñ

Λ
À

i“1
J d̂ii

ΥpF2q :
Λ
À

i“1
Jdii Ñ

Λ
À

i“1
J
d̂i1
i .

Define ΥpF q “ ΥpF1, F2q to be the morphism

pΥpF1q,ΥpF2qq : ΥpMq Ñ ΥpNq

in arrprepAnpτqq. Let us check that ΥpF q is a morphism arrprepAnpτqq. We
need to show that

Λ
À

i“1
Jdii

Λ
À

i“1
J
di1
i

Λ
À

i“1
J d̂ii

Λ
À

i“1
J
d̂i1
i

ΥpMq

ΥpF1q ΥpF2q

ΥpNq

commutes. To see this, note that Eq. (5.2) implies

ÿ

iÝkÝj

F pvj1k1qMpxk1iqf
a2,b2

a,b “
ÿ

iÝkÝj

Npxj1kqF pvkiqf
a2,b2

a,b

for each pair i, j with i Ý j and where Ji “ Ira,bs, Jj “ Ira2,b2s. Using the

factorization property of fa
2,b2

a,b , we have

ÿ

iÝkÝj

F pvj1k1qf
a2,b2

a1,b1 Mpxk1iqf
a1,b1

a,b “
ÿ

iÝkÝj

Npxj1kqf
a2,b2

a1,b1 F pvkiqf
a1,b1

a,b (5.5)

where in the notation above the numbers a1, b1 with Jk “ Ira1,b1s vary with k as
we take the summation. By the definition of Υ and multiplication of matrices,
Eq. (5.5) is nothing but

πΥpF2qΥpMqι “ πΥpNqΥpF1qι : Jdii Ñ J
d̂j1
j
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where ι is the inclusion from Jdii and π is the projection to J
d̂j1
j . Now, the above

equality holds for each pair i, j with i Ý j. For i Ý j,

πΥpF2qΥpMqι “ 0 “ πΥpNqΥpF1qι

by definition. We conclude that ΥpF2qΥpMq “ ΥpNqΥpF1q.
Thus, ΥpF q : ΥpMq Ñ ΥpNq is a morphism in arrprepAnpτqq. Likewise, it

can be checked that ΥpFGq “ ΥpF qΥpGq by using Eqs. (5.3) and (5.4).
That Υ is fully faithful follows from construction. Moreover, Υ is dense since

any arrow pφ : V ÑW q is isomorphic to an arrow of the form

ˆ

Φ :
Λ
À

i“1
J d̃ii Ñ

Λ
À

i“1
J
d̃i1
i

˙

,

from which we can construct an M P Cpτq with ΥpMq “ Φ by the construction
at the start of this chapter. This shows that Υ is an equivalence.

Computing indecomposable decompositions of objectsM in Cpτq – arrprepAnpτqq –
repCLnpτq can be interpreted in terms of finding “normal forms” using permissi-
ble operations on matrices, as a matrix problem. However, it is not immediately
clear that a finite sequence of permissible operations, similar to what we have
described for Example 5.1, can completely solve this problem, even just for the
representation-finite case.

These definitions can be rephrased in terms of representations of differential
biquivers, and in more generality, in terms of representations of bocses [35]. The
paper [14] provides a proof of Drozd’s tame and wild theorem using the represen-
tation theory of bocses. The proof is essentially algorithmic in nature, and can
be applied to compute the normal forms we need. The application of these ideas
for the computation of indecomposable decompositions of representations of the
representation-finite commutative ladder quivers will be treated in an upcoming
work.



Appendix A

Auslander-Reiten quivers of
CLnpτq, n ď 4

A.1 n “ 1

With n “ 1, only the empty orientation τ “ H is possible. Moreover, CL1pHq

can be identified with ~A2.

1
1

1
0

0
1

Figure A.1: ΓpCL1pHqq

A.2 n “ 2

1 1
0 0

0 0
0 1

1 0
1 0

0 1
0 0

1 1
0 1

1 1
1 1

1 0
1 1

0 0
1 0

0 1
0 1

1 0
0 0

0 0
1 1

Figure A.2: ΓpCL2pfqq

129
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A.3 n “ 3

1 1 1
1 1 1

0 0 1
0 0 1

0 1 0
0 0 0

1 1 1
0 1 1

1 1 0
1 1 1

0 0 0
0 1 0

1 0 0
1 0 0

0 0 1
0 0 0

0 1 1
0 0 1

0 1 1
0 1 1

1 2 1
0 1 1

1 1 0
0 0 0

1 1 0
0 1 1

0 0 0
0 1 1

1 1 0
1 2 1

1 1 0
1 1 0

1 0 0
1 1 0

0 0 0
1 0 0

0 1 1
0 0 0

1 1 1
0 0 1

0 1 0
0 1 1

1 1 0
0 1 0

1 0 0
1 1 1

0 0 0
1 1 0

1 1 1
0 0 0

0 0 0
0 0 1

0 1 0
0 1 0

1 0 0
0 0 0

0 0 0
1 1 1

Figure A.3: ΓpCL3pffqq

0 1 1
0 1 1

1 0 0
0 0 0

0 0 0
1 1 0

0 0 1
0 0 1

1 1 0
0 0 0

0 1 1
0 1 0

1 1 1
0 1 1

1 0 0
1 1 0

0 0 1
1 1 1

0 0 0
0 0 1

0 1 0
0 0 0

0 1 0
0 1 0

1 2 1
0 1 0

1 1 1
0 0 0

1 1 1
0 1 0

0 0 0
0 1 0

1 1 1
1 2 1

1 1 1
1 1 1

1 0 1
1 1 1

0 0 0
1 1 1

0 1 1
0 0 0

1 1 0
0 1 0

1 1 1
1 1 0

0 0 1
0 1 1

1 0 0
1 1 1

0 0 0
1 0 0

1 1 0
1 1 0

0 0 1
0 0 0

0 0 0
0 1 1

1 0 0
1 0 0

Figure A.4: ΓpCL3pfbqq
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A.4 n “ 4
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acyclic matching
of a complex, 43
of a quiver complex, 48

algebra
K-algebra, 14
hereditary, 40
of a bound quiver, 26
opposite algebra, 36
path algebra, 24
triangular matrix algebra, 93

almost split sequence, 75
Auslander-Reiten translations, 71

category
arrow category, 13
quotient category, 14
two-sided ideal of, 14

chain
chain complex, 15
chain equivalence, 17
chain equivalent, 17
chain map, 16
homotopic chain maps, 17
homotopy, 17

commutativity relations, 29
complex, 18

subcomplex, 18
critical cells, 44

filtration, 30

homology
homology modules, 16
of a chain complex, 16
of a complex, 18
of a simplicial complex, 21

idempotent, 38
incidence map, 18
injective envelope, 37

interval module, 32

interval representation, 32

local ring, 35

minimal injective presentation, 71

minimal projective presentation, 68

module

injective module, 36

projective module, 35

semisimple module, 35

simple module, 35

morphism

factors through a projective, 69

factors through an injective, 71

irreducible morphism, 80

left almost split, 73

left minimal, 72

left minimal almost split, 74

right almost split, 73

right minimal, 72

right minimal almost split, 74

split epimorphism, 72

split monomorphism, 73

orientation

of a simplex, 20

of a quiver, 28

path, 24

persistence diagram, 95

of a filtration, 32

persistence homology

of a filtration, 31

of a quiver complex, 30

point cloud, 21

weighted point cloud, 22

projective cover, 36

projective resolution, 40
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quiver, 24
AR quiver, 80
Auslander-Reiten quiver, 80
bound quiver, 25
commutative ladder quiver, 29
commutative triple ladder, 28
ladder quiver, 28
linear quiver Anpτq, 28
opposite quiver, 37
relation on a quiver, 25

quiver complex, 29

radical, 35
representation

evaluation on relations, 25
of bound quiver, 25
of quiver, 25

simplex, 19
oriented simplex, 20

simplicial complex
Čech complex, 21
abstract, 19
clique complex, 20
simplicial subcomplex, 19
skeleton, 19
Vietoris-Rips complex, 21
weighted alpha complex, 23

socle, 35
stable module category

injectively, 71
projectively, 69

stationary path, 24

transpose, 68
two-sided ideal, 15

weighted alpha shape, 23
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