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  ASYMPTOTIC DISTRIBUTIONS OF 
LBSTATISTICS AND VSTATISTICS FOR 

      DEGENERATE KERNEL

                 By 

Hajime YAMATO* and Koichiro TODA1

                           Abstract 

  Associated with an estimable parameter, we consider Vstatistic and limit of 
Bayes estimate which we abbreviate LBstatistic. We assume that the kernel of 
the estimable parameter is degenerate. With respect to the expression of these 
statistics as a linear combination of Ustatistics, we show the properties of its 
components which are unbiasedness and degeneracy. Using these properties, we 
give their asymptotic distributions. For the Vstatistic, its asymptotic distribution 
is well-known (see, for example, Borovskikh (1996), p.113). But our expression is 
different from it. We confirm these are equivalent.

Key Words and Phrases: Linear combination of Ustatistics, order of degeneracy, Ustatistic, 

Vstatistic.

1. Introduction 

   Let 0(F) be an estimable parameter of an unknown distribution F which has a 
symmetric kernel g(xi, ..., xk) of degree k and X1, ... , Xn be a random sample of size n 
from the distribution F. Ustatistic Un corresponding to the kernel g is given by 

                                        —1 

          Un =g(Xil,...,Xik)(1.1) 
1<il <•.•<ik <n 

where >1<il<...<2;k<n denotes the summation over all integers i1i ..., ik satisfying 1 < 
it < • • • < ik < n. Vstatistic Vn corresponding to the kernel g is given by 

             1nn 
Vn = -k7' g(Xi1,...Xik)•(1.2) 

                                 ii=1 ik=1 

(See, for example, Lee (1990), and Koroljuk and Borovskich (1994).) 
   We consider an estimator of 0(F) which is obtained by averaging the kernel g over 

all unordered arrangements of k X's chosen, allowing repetition, from Xi, ..., Xn. This 
estimator can be written as 

n+k-1 -1          B
n = kg(Xil,...,Xik) 

1<il<•••<ik<n 
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where  E1<i 1<...<ik.<n denotes  the  summation  over  all  integers i1, ... ik  satisfying  1  < 
it< • • •  <  ik  <  n. Alternatively  this  estimator  is  written  as 

           (n+k_1)1 Bn =E g(Xi1, ...,Xnr-), (1.3) 
T1+•••+r„ =k 

where >r1+ „+Tn =kdenote the summation over all nonnegative integers r1 i...,rn sat 
isfying r1 + • • + rn = k and 

g(xi1, ... , xn) = g(x1, ... , x1, ... 
T1Tn 

We call this statistic Bn as LBstatistic, because it was originally obtained as the limit 
of Bayes estimate of 9(F) (Yamato (1977)). It has the representation as a linear combi
nation of Ustatistics as follows. 

               n+k-1-1~ k=1nUn~)(1 .4)      Bn 
j=11j 

where for j = 1, ... , k, Unj) is the Ustatistic corresponding to the kernel given by                                         

               k11+        =2"T1x~'.            g(~)(~1,~2,...,2j) -1r1+...+T~=k9(1~...,)~15() 

where En+•••+r =k denote the summation over all positive integers r1 i ... , rj satisfying 
r1 + • • + rj = k. Especially, we have 

g(k)(X1, X2, ..., Xk) = g(xi, x2, ..., Xk), Unk) = Un~ 

g(k1)(x1, x2,•••, xk-1) = k-------1 1 {g(x1, x1, X2, X3, • • • , xk-1) 

+g(x1, X2, X2, X3, X4, ... , Xk-1) + • • • + g(xi, ..., Xk-3, Xk-2, Xk-1, Xk-1)}. 

(See Nomachi and Yamato (2001)). 

   Vstatistic Vn can be written as a linear combination of Ustatistics as follows. 

Vn =  s(k,j)(n)jU*(j)(1.6) 
j=1 

where (n) j = n (n -1) • • • (n  j + 1) for j = 1, ... , k, Un (i) is the Ustatistic corresponding 
to the kernel given by 

       1  +k!. 
         g(j)(x1i • • •, Xj) _ .~)~T1+...+T~=kri!...r,g(xi1, ...,xjT3),(1.7)                                                                         j• 

and s(k, j) are the Stirling numbers of the second kind (see, for example, Lee (1990) 
and Koroljuk and Borovskich (1994)) and g'k) = g(k) = g, 9(k-1) = g(k-1).
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   In this paper we consider the case that the kernel g is degenerate. For the kernel 
 g(xi,  ...  ,  xk),  we put 

       4Jj(Xi,...,xj)=F''[g(Xi,...,Xk) I X1 =x1,...,Xj = xj], j =1,...,k 

a =Var[~1j(X1i...,Xj)], =1,...,k. 

We suppose that 
2 22                         Q
i =...=ad_i =0 and Qd>0, 

that is, the Ustatistic and/or the kernel g is degenerate of order d-1. Hence E5d(Xi, ... , 
Xd) = 9 and with probability one (w.p.1) ii (Xi) = 9, ... ,d_1(X1i ... , Xd_ i) = 9. 

   For this degenerate kernel, under the conditions E I g(Xi, ... , Xk) I2< oo, the 
asymptotic distribution of Uri is given by 

                  nd/2(Un — 6) -' d . Jd(&d,d),(1.8) 

where means the convergence in distribution as n -* oo and d,d(xi, ..., xd) = 
Od(xi, ..., Xd) — 9. Jc(f) can be written by two expressions. Let W be the Gaussian 
random measure associated with the distribution F on the real line (-oo, oo) such that 
EW (A) = 0 and EW (A)W (B) = F(A n B) for any Borel sets A, B (see, for example, 
Kotani (1997), p.23'7). The one expression is the stochastic integral given by 

                    r~             Jc(f)=J...f f(xi, •••, xc)W(dxi) ...W(dxc). 
For any function fi and f2 such that fRc fi (xi, . . . , xo)211;=i dF(xj) < oo (i = 1, 2), 
their inner product is given by 

         (11,12) = f clj 
                              j=1 

By using an orthonormal basis e1, e2, ... of L2(F), Jc(f) is also written as 

00 00
Jc(f) = E ... E(f,eil ...eic) Hri(,)(4), 

i1=1 is=11=1 

where Hr. is the r-th Hermite polynomial, {Z1}1 is a sequence of independent standard 
normal random variables and ri(i) is the number of indices among i = (ii i .••, id) equal to 
1 (see, for example, Lee (1990), and Koroljuk and Borovskich (1994)). The above conver
gence is also shown under the following conditions: (i) E I g(c) (Xi, ... , Xd) I2c/(2c—d) < 
00 for c = d, d+ 1, ..., k (Koroljuk and Borovskich (1994)). (ii) E I g(d) (Xi, . . . , Xd) 2< 
00 and t2c/(2c-d)P[I g(c) I> t] -* 0 (t -+ oo) for c = d + 1, ..., k. (Borovskich (1996)). 
Since we must consider the convergence of certain degenerate Ustatistics jointly in this 
paper, we assume E[g2(Xjl, Xj27 ..., Xjk)] < oo for all ji, j2,..., jk (1 < ji < j2 < • • • < 
jk C k).
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   In Section 2, we show the properties of the Ustatistics  U,(z~) having the kernel given 
by (1.5), which are unbiasedness and degeneracy . Using these and the relation (1.4) we 

give the asymptotic distribution of LBstatistic Bn .

   In Section 3, we give the properties of the Ustatistics Un(i) having the kernel given 
by (1.7), which are unbiasedness and degeneracy. Using these we give the asymptotic 
distribution of Vstatistic Vn. This asymptotic distribution of Vn is derived using the 
linear combination of Ustatistic given by (1.6) .

   In Section 4, we note the Hdecomposition of Ustatistic and the corresponding de
composition of the Vstatistic. Using this decomposition we can also derive the asymp
totic distribution of Vstatistic Vn. It is well-known that the asymptotic distribution of 
Vn is given by (4.3) of Section 4. Our expression is different from this. So we confirm 
these two expressions are equivalent.

   In Section 5, we give some examples for our results. In Section 6 which is Appendix, 
the proofs of some Lemmas and Propositions in the previous sections are given. Rubin 
and Vitale (1980) obtains the asymptotic distribution of symmetric statistic which in
cludes Vstatistic and LBstatistic. Their method is based on the fact that any function 
which belongs to L2(F) can be written by an orthonormal basis for L2(F). Differently 
from this, we obtain the asymptotic distribution of LBstatistic and Vstatistic, using 
their expression by linear combinations of Ustatistics.

2. Asymptotic distribution of LBstatistic 
    For the kernel g(j)(xi, ..., xj) given by (1.5), we put for c = 1, . . . , j and j = 1, ..., k 

00),c(xi, ..., xc) = E[gU)(Xl, ..., Xj) I X1 = xi, •••, Xc = xc] 

= k  1) -1 v.+Ti~rf+iT~ 
                       j— 1rl+...+T~—kEg(xl,...xcr,Xc+1,...X~), 

where on the right-hand side we use the notation used for (1.3). Using these notations, 
we show the properties of Ur(ii) corresponding to the kernel g(j). 

    LEMMA 2.1. 
E[U4')]=0, kd21<j<k 

or 

E[Unk-i)1 = 0, 0 < j <d------— 1. 

2 

   From this lemma, the bias of Bn is 

      EBn-9=n + k  1-1k-1 (') [EUT)-8]. 
k

1<3<k—171 

If d = 21 + 1 and 1 is a positive integer, then the summation of the right-hand side is 
taken over j = 1, 2, ..., k  1  1 and EBn  9 = O(n-1-1). If d = 21 and 1 is a positive
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integer, then the summation of the right-hand side is taken over j =  1,  2, ..., k -1 and 
EBn  8 = O(n-1). Thus we have 

EB,,,  8 = 0(n-[1]), 

where [x] denotes the greatest integer not exceeding x. 

   LEMMA 2.2. The order of degeneracy of Unk-i) is at least d  2j  1 for 1 < j < 
(d  1)/2 and 

                                --1(k_d+) 19(k)>d2j(xl,...~xd-2j) =k1 -1{[k2,1                                         () 

        k  d+jl +j )codd_2i(X1, •••, xd-2j)}, 

where for 1 < j < (d  1)/2 

'.Pd,d2j(x1, •••, xd-2j) = E[ d(xl, •••, xd-2j, Xd-2j+1, Xd-2j+1, •••, Xd-j, Xd-j)]. (2.2) 

    Since E'pd,d-2j (Xl, ..., Xd-2j) = EE[Od(X1, •••) Xd-2j, Xd-2j+1, Xd-2j+1, •••, Xd-j, 
Xd-j I Xd-2j+1, •••, Xd-j] = EV)2j (Xd-2j+1, Xd-2j+1, •••, Xd-j, Xd-j ), we have for 1 < 
j < (d  1)/2 

E(Pd,d2j(X1, ..., Xd-2j) = 8.(2.3) 

Before stating the asymptotic distribution of Biz, we note the followings which are the 
results of Lemmas 2.1 and 2.2: If d = 21+ 1 and l is a positive integer, then EUnk) = 
EU4k-1) _ =EUnk-1+1) = EUnk-1) = 9. The orders of degeneracy of U4k-1), , 
Unk-~+1)' U(71,k-l) are at least 2(1  1), ..., 2, 0, respectively. If d = 2l and l is a positive 
integer, then EUnk) = EU4k-1) =•= EU4k-1+2) = EUnk-1+1) =O. The orders of 
degeneracy of U4k-1)' EUnkl+2)~Unk-1+l) are at least 2l  3, ..., 3, 1, respectively. 

PROPOSITION 2.3. We suppose that d = 21+1 where 1 is a positive integer and 
E[g2(Xjl, Xj2, ..., Xjk)] < oo for all j1, j2,, jk (1 < j1 < j2 < • • • < jk < k). Then we 
have 

             kt t1               ndl2(B~n,  8)D •Jd-2j( d,d-2j),(2.4)                     (k  d)! (d  2j)!j! 

where 

                                                               d-1 
         Sd,d2j(xl,                    •••, xd-2j) = (Pd,d2j(x1, •••, xd-2j) 8(0<j< ------2). 

    LEMMA 2.4. In case of d = 21, 

                  1
_       EUnk-l)8=(k_1(kkd[Eod(X1, X1, ..., Xt, xi)  81. (2.5)
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   PROPOSITION 2.5. We suppose that d =  21 where 1 is a positive integer and 
E[g2(Xjl , Xj2, ..., Xjk)] < oo for all j1, j2,..., jk (1 < jl < j2 < • • • < jk < k). Then we 
have 

  D k!11 nd/2(Bn_0)V.(k -d)I{(d2j)Ij1Jd-2j(d,d2j)+LI[Ed(X1,X1,...,XiXI)-9]}. 
                             7o 

                                                    (2.6)

3. Asymptotic distribution of Vstatistic 

    For the kernel g~j)(x1i ..., x3) given by (1.7), we put for c = 1, ..., j and j = 1, ..., k 

"Kj),c(xi, •••, x) = E[g(j)(Xl, ..., Xj) I Xl = Xi, •••, XC = x ] (3.1) 

_ 1 +k! r1r~rc+lr~ 
               I r1!------------g(xr,...,,r,Xc+l ,...,Xj ),              ~•S(k, j)ri+...+rj=k r1!...rjI 

where on the right-hand side we use the notation used for (1.3). By the same methods 
as the proof of Lemmas 2.1 and 2.2, we can show the properties of (4,:(j) corresponding 
to the kernel g6), which are the following Lemmas 3.1 and 3.2. 

    LEMMA 3.1. 

                  E[U,n(j)]=9, k-d21< j < k 

or 

E[UU(")]=9, 0<j<d-21 
                                             2• 

   We can prove Lemma 3.2, using the relation (3.1) replacing j with k  j for c = 
1,2,...,d-2j. 

   LEMMA 3.2. The order of degeneracy of Un(k-j) is at least d  2j  1 for 1 < j < 
(d  1)/2 and 

11(x1, ...,Xd-2) =(k 'j)!S(k,k '{[(k  j)!S(k, k  j) k~(k  d+ j19 (kj)~d-2jj------~) 

          k!k  d+jl                     +
2jj_d,d2j(X1, •••, Xd-2j)}•(3.2) 

(Pd,d2j(X1) •••, Xd-22) is given by (2.2). Similarly to Bn, the bias of Vn is EVn -9 = 
71—k >1<j<k —(d-1)/2S(k, k  i)(1Z)k-j [EUn(c 3) — 9] and EVn 9 = 0(71—[(d+1)/21) 

   Before stating the asymptotic distribution of Vn, we note the followings which are 
the results of Lemmas 3.1 and 3.2: If d = 21 + 1 and 1 is a positive integer, then 
EUTI:(k) = EUn(k-1) = ... = EUn(k-1+1) = EUn(k-t) = 9. The order of degeneracy of 
Un(k-1)' ~U(kl+1)~Un(k-l) are at least 2(l  1), ..., 2, 0, respectively. If d = 2l and 1 
is a positive integer, then EUn(k)  EUn(k-1) = • • • = EUr*,(k-1+2)  EUn(k-1+1) = 9 
The order of degeneracy of Un(k-1)'(k-1+1) are at least 2l  3, ..., 3,1, 
respectively. 
By Lemmas 3.1 and 3.2, using (1.6) we can show the following two propositions. The



Asymptotic Distributions of LBstatistics and Vstatistics for Degenerate Kernel 33

methods of proofs are as same as that of Propositions 2.3 and 2.5. Here we use the 

relation 
 k-1 

           nd/2(Vn — 9) = E S(k, k—7)(n)k—i ndl2[Un(k—j)9],Ilj=0 
which is obtained from (1.6). 

PROPOSITION 3.3. We suppose that d = 21+ 1 where 1 is a positive integer and 
E[g2(Xjl, Xj2, ..., Xjk)] < co for all jl, j2,..., jk (1 < j1 < j2 < • • • < jk < k). Then we 
have                               

~ 
nd/2 (Vn — 9)k1 Jd-2 j (d,d-2j )                     (k — d)! (d — 2j)!j!23 

7 

   The following lemma is used for Proposition 3.5. 

    LEMMA 3.4. In case of d = 21, 

       n(k—l) — k!       EU9 =l [E d(Xi, X1, ..., X1, X1) — 9]. 

PROPOSITION 3.5. We suppose that d = 21 where 1 is a positive integer and 
E[g2(Xjl, Xj2, ..., Xjk)] < oo for all j1, j2, ..., jk (1 < j1 < j2 < ... < jk < k). Then we 
have 

nd/2(Vn — 9) 

D k! 1-1 11 
 (k — d)!",' {(d — 2j)!j!2jJd2j(d,d-2j)+l!2l[E4'd(X1,Xl,...,Xl,Xi) — 9]}. 

                j=0

4. Decompositions of statistics 

   It is well-known that Ustatistic of degree k can be written as a linear combination 
of Ustatistics of degrees 1, 2, ..., k. We put 

h(1)(x1) = 01(X1) — 

and 

c-1 
h(c)(x1, ..., Xc) = c(X1, ..., Xc) — E E h(j)(x 1, ..., xi,) — 9, c = 2, ..., k, 

j=1 (c,j) 

where the summation E(c j) is taken over all subsets 1 < i1 < • • • < ij < c of {1, 2, ..., c}. 

For j = 1, 2, ..., k, let H,C,1) be the Ustatistic with the kernel h(j). Then Un = 9 + 

 j ~k=1j(13'). The degree of H7(ii) and/or h(j) is j and the order of degeneracy is j — 1, 
           n that is Hni) and/or h(j) is completely degenerate. Let KO be the Vstatistic based on 

the kernel h(j) . Then 
k 

Vn =9+E 
                                     j=l 3
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If the order of  degeneracy of Un is d — 1, then 

Un =9+E(-)Hu),Vn—0+E(7)Kno).(4.2) 
j=dj=d 

(See, for example, Lee (1990) and Borovskikh (1995).) Now, as we stated in Section 1, 
we consider the case that ElPd(Xi, ..., Xd) = 9 and 

1(Xi) = 9, ..., 4'd—i(X1, ..., Xd—i) = 9 w.p.1, 

that is, the Ustatistic and/or the kernel g is degenerate of order d — 1. 
In the following, we suppose that E[g2(Xii, Xj2, ..., Xik)] < oo for all ji, j2, •••, jk (1 < 
ji < j2 < • • < jk < k). Then it holds that E[),2 (X j1, •••,X,c)] < oo for all 
31, 32, •-,jc (1 < j1 < j2 < • • • < jc < c < k) and therefore E[h(c)(Xi1, Xh, ..., X;c)]2 
< oo for all j1, j2, ..., jc (1 < ji < j2 < ... < jc < c). 

   It is well-known that the asymptotic distribution of Vstatistic is given by 

           °°°°(
dk), (4.3)               0000 

where Q is a centered Gaussian random measure with covariance function EQ(A) 
Q(B) = F(A n B)  F(A)F(B) for any Borel sets A, B (see, for example, Borovskikh 
(1996), p.113). This is derived by using the decomposition of Vn given by (4.2) and the 
convergence of the empirical measure. We can derive it not using this convergence and 
confirm the two form are equivalent. 

    Differently from the method using the convergence of the empirical measure, we 
use Propositions 3.3 and 3.5 in case of completely degenerate kernel. Since for c = 
d, d + 1, ...,. k h(c) is completely degenerate, by applying Propositions 3.3 and 3.5 to Knc) 
we can get the convergence of nc/214c) in distribution for c = d, d + 1, ..., k. Therefore 
for c = d + 1, ..., k, nd/246 converges to zero in probability as n —4 co. Since the 
kernel of le is 111d — 9, the asymptotic distribution of nd/24d) is given by Propositions 
3.3 and 3.5 replacing k by d. Thus by (4.2), we know that the asymptotic distribution 
of Vstatistic is given by Propositions 3.3 and 3.5. Hence we could confirm that the 
two approaches give the same asymptotic distribution. Furthermore we know that the 
asymptotic distribution of Knd) does not depend on the terms associated with the kernels 
of the lower degrees among the representation ofKnd)by a linear combination of U
statistics.

5. Examples 

   Propositions 2.3, 2.5, 3.3, and 3.5 with 1 = 1 give the followings: For the first-order 
of degeneracy, that is a1 = 0, Q2 > 0 and d = 2, the asymptotic distribution of n(Bn — 9) 
is 

                k(k — 1){1J2 ( 2,2) + [E02 (X, X) — 9]}, (5.1)
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and the asymptotic distribution of  n(Vn — 9) is 

               k( — 1) {J
2(2,2)+[E~2(X, X) — 9]}(5.2) 

2 (see, for example, Lee (1990) and Koroljuk and Borovskich (1994)). 
In this case, the another form of J2(6,2) is wellknown. Let Zi, Z2,... be independently 
and identically distributed standard normal random variables and ) (j = 1, 2, ...) be 
the eigenvalues of the integral equation 

f(02(x1) X2) — 9) f(x2)dF(x2) = Af(xi). 00 

Then 

J2(2,2) = E — 1)(5.3) 

(see, for example, Lee (1990) and and Koroljuk and Borovskich (1994)). 

   For the second-order of degeneracy, that is or = cr2 = 0, > 0 and d = 3, the 
asymptotic distribution of n3/2(Bn — 9) is 

                k(k — 1)(k — 2){6J3(3,3) + Ji(3,1)}, 

and the asymptotic distribution of n3/2(Vn — 9) is 

k(k — 1)(k — 2) {J
3(3,3) + 3J1(6,1)}. 

                    6 

   In the following Examples 1 and 2, we consider the kernels given by Lee (1990), p. 
78 and p. 79, respectively. 

   Example 1. Let g(xi, x2) = f(xi)f(x2)  and assume E f (X) = 0, E f2 (X) < oo. 
Then we have 9(F) = 0, 0i(xi) = 0 and1P2(xi, X2) = f(xi)f(x2). Because of d = k = 2, 
from (2.2) we have 2,2(x1, x2) _ 02,2(xi, x2) = f(x1)/(x2).  Hence, 

                                  00 00 

                   ff(xi)f(x2)W(dxi)W(dx2)               J(52,2) = foto 
                = T2H2(T-1 f (x)W (dx)) = 7_2(Z2 — 1), 

where the random variable Z = T-1 f f (x)W (dx) has the standard normal distribution 
and T2 = E f2 (X). Thus by (5.1) and (5.2), we get 

                  nBn72(Z2—1) + 202 =7_2(z2 + 1), 

nvn12>r2(Z2 — 1) + .2 = T2Z2. 

Compare with nun  T2(Z2 — 1) (Lee (1990), p.78).
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   Example 2. Let  g(xi, x2) = of (x1)f (x2)+bg(xl)g(x2)• We assume that E (X) = 
Eg(X) = Ef(X)g(X) = 0 and Ef2(X) = Eg2(X) = 1. Then we have 8(F) = 0, 
01(xi) = 0, 02(xl, x2) = g(xl, x2) and Q2 = a2 + b2 (see, Lee (1990), p.79). Because of 
d = k = 2, from (2.2) we have 2,2(xl, X2) = of (xl) f (x2) + bg(xi)g(x2) and 

                   f00f00             J(2,2) = aJ .f (x1)f(x2)W (dxl)W (dx2) 
                                           00 

             f~foo       +bJJ g(xl)g(x2)W(dxl)W(dx2) = a(Z?  1) +b(Zl  1), 
                    ao 

where Z1 = f f (x)W (dx) and Z2 = f g(x)W (dx) are the independent standard normal 
random variables. Thus by (5.1), (5.2) and EiP2(X, X) = a + b, we have 

nBn a(Z?  1) + b(ZZ  1) + 2(a + b) = a(Z? + 1) + b(ZZ + 1), 

nVn aZl + bZ2 . 

Compare with nun a(Z?  1) + b(ZZ  1) (Lee (1990), p.79). 

   Example 3(AndersonDarling Statistic.) We consider the kernel, 

                             1 g(x, y) = Jw(t) [I (x<t)  t] [I (y <t)  t]dt, 

                           0 where w(t) = [t(1  t)]-1, I(x < t) = 1 if x < t and = 0 if x > t, and the distribution F 
is the uniform distribution on (0,1). Then 8(F) = 0, 01(xl) = 0, 02(xl, x2) = g(xl, x2) 
and EI%2 (X, X) = 1. The eigenvalues of g(x, y) is 

Ai = j(j
+l)                                 1----------,j = 1, 2, .. . 

(see, for example, Borovskikh (1985)). Thus by (5.1), (5.2) and (5.3), we have 
      0000 

           nBnDa~Ai(Z~1)+2=E j(j +1)Zj +1, 
j=1j=1 

00 

                     nVn 1;>1 2 j(
j +1)Z3 

The asymptotic distribution of nVn is well-known (see, for example, Pettitt (1981)). 

   Example 4 (Cramer-von Mises Statistic.) We consider the kernel, 

00 

g(x, y) = f [I(x < t)  F(t)][I(y < t)  F(t)]dF(t). 
                                     00 

Then 8(F) = 0, O1(xi) = 0,1P2(xl, X2) = g(xl, x2) and E02(X, X) = 1/6. The eigen
values of g(x, y) is 

1  

                          A3=(j
7)2,j=1,2,...
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(see, Lee (1990), p.160-161). Thus by (5.1), (5.2) and (5.3), we have 

                                  0000 

        nBnE72(Z321)+3=Ej2Zj+6, 
 j=1 j=1 

D 1 t° 
nVn -^ 

7rZj' j=13 

The asymptotic distribution of nVn is well-known (see, for example, Pettitt (1981)) . 

   In the following Examples 5 and 6, we consider the kernel of degree k given by 

g(xi, ..., xk) = xl • xk and assume that E(X) = 0, E(X2) = 1. Then 9(F) = 0, 
0j(xl, ..., xj) = 0 (j = 1, ..., k  1), and 21)k(xl, ..., xk) = Xi • • • xk. Thus this kernel g is 
degenerate of order d  1 = k  1.

   Example 5 (LBstatistics): We shall derive the asymptotic distribution of LB
statistics corresponding to the kernel g(xi, ..., xk) = xi • • • xk. Because of d = k, from 
(2.1) we have 

(Pd,d-2j (xl, ..., xd-2j) = E['d(x1, ..., xd-2j, Xd-2j+1, Xd-2j+1, •••, Xd—j, Xd-3)] 

=Xi•••xd -2j. 

Since Jr(f)  CHr(Z) for f (x1 i ..., xr) = Cxi • • • xr (see, for example, Koroljuk and 
Borovskich (1994), p.66), we have 

Jd-2j (d ,d-2j) = Jd-2j (CPd,d-2j) d Hd-2j (Z) 

where Z is the standard normal random variable. 
   Thus if d = 21+ 1 (1 is a positive integer), by Proposition 2.4 we have 

nd/2BnDE----------dt 

For example, in case of d= 3, 

n3/2Bn 2 H3(Z) + 6H1(Z) = Z3  3Z + 6Z = Z3 + 3Z, 

which is also easily obtained by direct computation because of n3/2Bn = [(n  1)(n  
2)/(n + 1)(n + 2)]n3/2Un + [6n2/(n + 1)(n + 2)](E 1 X?/n)(E 1 Xi/~)• 

   If d = 21 (1 is a positive number), then by Proposition 2.5, k = d = 2l, and 
Ebd(Xi, ..., X?) = (EX2)l = 1 we have 

        ndl2Bn(21)Ik~ (2l2j)!j!H21-2j(Z)+1!. 
j=o
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For example, in case of k = 2, 

                    nBn H2(Z)+2=Z2+1, 

which is also easily obtained by direct computation because of  nBn = [n/(n + 1)}[(E 
Xil V i)2 + 1 XZ /n]• 

   Example 6 (Vstatistics): We shall derive the asymptotic distribution of V
statistics corresponding to the kernel g(xi, ..., xk) = x1 • • • xk. As stated in Example 
5, we have Jd_2j (ed,d-2j) d Hd_2j (Z). Thus if d = 21 + 1 (1 is a positive integer), by 
Proposition 3.4 we have 

               nd/2VDVdl• n
-oj!(d-----------------2j)!2iHd-2j(Z) 

If d = 21 (1 is a positive number), then as stated in Example 1 we have EtPd(Xl, ..., X2) 
= (EX2)1 = 1. Thus by Proposition 3.4 and Ho(z) = 1 we have 

d! 
                  nd/2Vn Dd —2!2jHd2j(Z)• 

                      j=o~(j) 

   Therefore using the relations of Hermite polynomials such that x21+1 = (21 + 
1)! Ej=o H21+12j(x)l [j!(21 + 1— 2j)!23] and x21 = (21)! Ei=o H212j(x)/[j!(212.7)!2i], 
we have 

nd/2Vn Zd. 

This convergence is also easily shown by noting nd!2Vn = (E in Xi/J)d. Hence this 
example is the one to show the validity of Propositions 3.4 and 3.5.

6. Appendix 

   Proof of Lemma 2.1: In the description of the kernel g(3) given by (1.5), we 
consider the positive integers r1, ..., rj satisfying r1 + • • • + rj = k. Since (ri — 1) + • • • + 

(rj — 1) = k — j and j = (k — j) + (2j — k), the number of r1, ..., rj equal to one is at 
least 2j — k. By the assumption, 2j — k > k — d + 1. So typically we consider the case 
ofrjk+d=rjk+d+1=•'•=rj = 1. Then we have 

Eg(Xil, ..., r) = EE[9(X11, ..., X;' k+d-i, Xj-k+d, ..., Xj) 
                                              rlr~+d-i                                 X1, ..., Xjk+d-11 = E~d-1(Xl,...,Xjk-k+d-1) 

which equals 9, because of od_1 = B w.p.1. Since the number of positive integers r1, ..., rj 
satisfying r1 + • • + rj = k is (3k.=11), we have E[UU•')] = 0 for j > k — (d — 1)/2. ^ 

    Proof of Lemma 2.2: For c = 1, 2, ..., d — 2j, we consider 

k —1~rir~r~+1rk-~)] "/,=Xj Y'(k-j),c( 1~...~~c)E[9(~1,...,~c~ Xc+l>>k                    kr l+...+rk-3=k
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 Since  k    (rc+1  +  ••+rk_j)=r1+•••+rc>c,we have  (rc+1-1)+•• + (rk_3  1) = 
0,1, ..., j where the number of terms of the left-hand side is k  j  c = j+ (k  2j  c). 
Thus the number of rc+1i •••, rk_j equal to one is at least k  2j  c. 

    At first we consider the case of c = 1, 2, ..., d  2j  1. Typically we suppose 
rj+c+1 = rj+c+2 = • • = rk_ j = 1, since the number of rc+1, •••, rk_ j equal to one is at 
least k  2j  c as stated above. Then 

Eg(x11, ... xcrc, Xc+11, ..., Xi+j3, Xj+c+1, ..., Xk_j) = EZfl2j+c(Xi1, ... 2cr°, X+1, ..., Xc+j3), 

which is equal to 0 because of 2j+c = 0 w.p.1 for 2j + c < d  1. This is valid also for 
another rc, ..., rk_ j which include at least the k  2j  c components equal to 1. Thus 
we have (k_j),c(X1i ...,:c) = 0 w.p.1 for 1 < c < d  2j  1. 

    Now we consider the case of c = d  2j. Then the number of rc+1, ..., rk  j equal to 
1 is at least k  2j  c = k  d. If the number of rc+1i ••., rk_ j equal to 1 is more than 
k  d, then because the sum of is not equal to 1 is less than d we have 

Eg(x11,...,Xrcc,X~+i1,...,Xkrk=j') =9. 

If the number of rc+i, •••, rk_ j equal to 1 is k  d exactly, then we consider typically the 
case of rd—j+1 = rd_ j+2 = • • • = rk _ j = 1. Then rl + • • • + rc + rc+l + • • + rd_ j = d 
because of r1 + • • + rk_ j = k, and rc+1i •••, rd_ j > 2, where c = d  2j. Hence we have 
r1+•••+rc<d2j=c and rl=r2=•••=rc=1. Therefore rc+l+•••+rd_j=2j 
and we get rc+l = rc+2 = • • • = rd_ j = 2. Thus as a typical term we have 

Eg(xi, ..., xc, Xc+1, ..., Xd—j, Xd—j+1, ..., Xk_j) = E d(xl, •••, 2c, Xc+1, •••, Xj—j), 

which is equal to E d(x1, ..., xe, Xc+l, Xc+1, •••, Xd_j, Xd_j) by our notation. The num 
ber of these terms is(k—d+j) = (k—j—cd-) which is the number of ways choosing d  j  c          jj-c 

places where the terms X2 = (X, X) (with our notation) appear among k  j  c places. 
All the other terms are equal to 0 and its number is (k-~k-11)~(-dk+j). Hence we have 
(2.1) and the order of degeneracy of Unk-j) is at least d  2j  1 for 1 < j < (d  1)/2. 
Q^ 

   Proof of Proposition 2.3: Since Eqi) c(Xl, ..., Xc) < E[gti)(Xl, ..., Xj)} and by 
Minkowski's inequality 

                             k-1_1 
    {E[g(j)(Xl,...,Xj)]}1/2<1~r l+...+r _k{E[g2(Xil,...,X~')]}1/2, 

under the assumption we have E i) c(X1 i ..., Xc) < oo for c = 1, ..., j and j = 1, ..., k. 
These assure the convergence of Uni) in distribution as stated in connection with (1.8). 
Since E~=1 (~=1)(~) = (n+k-1), from (1.4) we have 

nd/2(Bn 0) _[~k  1(+k)                                  j) nd/2[Un(k—j)_9]+T1,(6.1) 
               jj=0k1 (k
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where 

               Tin =k~ik —ln()ind/2[Unj) — 9].                 j=i1\k) 
For 1 < j < k -1  1, we have (j)nd/2/(n+k-1) = O(n-1/2). Since (4i) converges to 
EUA') as n co w.p.1, Tln converges to zero as n  co w.p.l. For 0 < j _< 1, the 
order of degeneracy of Unk-3) is at least d  2j -1 by Lemma 2.2 and E[Unk-j)] = 9 by 
Lemma 2.1. Hence if the order of degeneracy of Unk-3) is d  2j  1, then by (1.8), 

            nnj 

             

' k-j
i nd/2[U4k-j)—9]_(-j1 in(d2j)/2[Unk-j)—9]     k)(n-----------k)l 

converges to 

         k!  k-j k-1 -1(k  d+ jt6 .2 
          (k  j)!d 2j)jj                                    Jd2jKd,d-2j) () 

in distribution as n -4 co. Where we used the relation for the kernel (2.1) related with 
Unk j)' 

                                                       -1                                          k  d 
+      4~(kj)42j(x1, ..., xd-2j) 9=k  1)d.d_23(Xi, •••, Xd_2j)• 

j 9 

   If the order of degeneracy of Unk-j)is larger than d  2j  1 and is equal to 

d  2j + i for some i > 0, then n(d2j+i+1)/2[U4k-2)  9] converges in distribution. 
Then,(knj)njn(d2j)/2[U4k-j)9]/(n+k-i) converges to zero in probability. In this 
case, cpd,d_2j is equal to 9 by (2.3) since (pd,d_2j is constant. Therefore d,d_2j = 0 
and we have Jd_2j(d,d_2j) = 0. Thus the corresponding term does not appear in the 
asymptotic distribution. Applying these convergence to the right-hand side of (6.1), we 
get (2.4).p 

   Proof of Lemma 2.4: The kernel of Unk-i) is given by (1.5) replacing j by 
k  1. So we consider r1, ..., rk_i satisfying r1 + • • • + rk_i = k, where d = 21. Since 
(ri  1) + • • • + (rk_i  1) = 1, noting k -1 =1+  (k  d) we know that the number of 
r's, equal to 1 among ri, ..., rk_i, is at least k  d. 

   At first let us assume that the number of r's equal to 1 is exactly k-d. For example, 
if we consider the case that ri+i = • • • = rk-i = 1, then (ri -1) + • • • + (ri  1) =1 with 
ri  1, ..., ri  1 > 1 and hence ri = • • = ri = 2. The number of ways, such that the 
number of r's equal to 1 among r1, ..., rk_i is exactly k  d, is (kid). The corresponding 
Eg(Xil , ..., Xkk i`) is equal to Eg(Xi, ..., Xk-d, Xk-d+i, ..., Xk-d+i) = E0d(Xl ) •••, X?). 

    Now let us assume that the number of r's among r1, ..., rk _i equal to 1 is more 
than or equal to k  d + 1. For example, if we assume that rd _i = • • • = rk_i = 1, then 
ri+• • •+rd-i-i = d-1 and Eg(X11, ..., Xk' I') = Eg(Xil, ..., Xdrd 1a1, Xd-1, ..., Xk-i) = 
ElPd_i(Xil, ..., Xdd i` 1) = 9. This is still valid for the another r1, ..., rk_i which include
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at least the k  d + 1 components equal to 1. 

   Thus by (1.5) we have 

     (k-1) (k_1-1 k  l2k-1k (I)io . l    EUn{kEd(X1,...,X?)+[l    

By our notation,  Od(Xi  , •.., X?) means d(Xl, Xl, ..., X1, X1). Hence we get the desired 
relation.0 

   Proof of Proposition 2.5: By the same reason stated in the first paragraph of 

the proof of Proposition 2.3, under the assumption we have E%t) c(Xi, ..., Xe) < oo for 
c = 1, ..., j and j = 1, ..., k, and the convergence of (4i) are assured. From (1.4) we have 

nd/2(Bn 9) = Ek 1(+knd/2[Unk—j)—9] (6.3) 
                  j=0kj1k 

                                           n +k  1n+kl)1 nd/2[Unk-l)9]+ T2n,  -11 (n-11 
                          k) 

where 

T2n =k~1 k —.1n+)1_co[Un7)—0]. 
                    j=1l \k 

For 1 < j < k -1 -1, we have (7)nd/2/(n+k-1) = O(n-1) and T2n converges to zero as 
n;oow.p.l. 

(kni)nd/2/(n+k-1) converges to k!/(k  l)! and U4k-1) to EUnk-l) w.p.1 as n ---~ 
oo. Hence (k i 1) (kn l) nd/2 [unk—l) — 9I/(') converges w.p.1. as n --> oo to (k71)k! 
[EUnk—l) — OUR — l)!, which equals {k!/[1!(k  d)!]}{E'd(X?, ...X2)  9} by Lemma 2.5. 
By our notation, Z/Jd(X?, ..., Xl) means Ipd(X1, X1, ..., Xi, Xi). 

   For 0 < j < 1-1, the order of degeneracy of Unk j) is at least d -2j-1  and therefore 
by (1.8), (kn j)nd/2[Unki)_9]/(n+k-1) converges to (k!/(k-j)!) (d-2j) (k; 1)-1 (k-d+3) Jd-22 
(&d-2j) in distribution as n --> oo. Here we used the relation immediately after (6.2). 

   If the order of degeneracy of Unk-i) is larger than d 2j-1,  then the corresponding 
term does not appear in the asymptotic distribution as stated at the last of the proof 
of Proposition 2.3. Applying these convergence to the right-hand side of (6.3), we get 
(2.5).El

                         Acknowledgement 

The authors wish to express their thanks to the referee for his kind comments.



42H. YAMATO and K. TODA

                               References 

Borovskikh, Yu. V. (1985). Estimates of characteristic functions of some random vari
  ables with applications to w2statistics. II, Theory of Probability and its Applications , 

  30, 117-127. 

Borovskikh, Yu.V. (1996). Ustatistics in Banach spaces. VSP, Utrecht. 

Koroljuk,  V.S. and Borovskich, Yu.V. (1994). Theory of Ustatistics, Kluwer Academic 
  Publishers, Dordrecht. 

Kotani, S. (1997). Measure and Probability 2 (In Japanese), Iwanami, Tokyo. 

Lee, A. J. (1990). Ustatistics, Marcel Dekker, New York. 

Nomachi, T. and Yamato, H. (2001). Asymptotic comparisons of Ustatistics, V
  statistics and Limits of Bayes estimates by deficiencies, Journal of Japan Statistical 

   Society, 31, No.1, 85-98. 

Pettitt, A.N. (1981). Cramer-von Mises Statistic, in: Kotz, S. and Johnson, N.L., ed., 
  Encyclopedia of Statistical Science, 2, John Wiley and Sons, New York, 220-221 . 

Rubin, H. and Vitale, R.A. (1980). Asymptotic distribution of symmetric statistics, 
  The Annals of Statistics, 8, 165-170. 

Yamato, H. (1977). Relations between limiting Bayes estimates and Ustatistics for es
  timable parameters, Journal of Japan Statistical Society, 7, 57-66.

Received February 1, 2001 

Revised July 1, 2001 

ReRevised August 8, 2001


