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#### Abstract

A location-dispersion test for $2 \times k$ contingency, tables is proposed. The asymptotic distributions of the proposed test are obtained both under the null and alternative hypotheses, and also its power and efficiency are studied. The proposed test is compared with several other chi-squared tests by Monte Carlo studies and it is shown that the test is superior to Pearson's chi-squared test, Nair's location and dispersion tests and to the cumulative chi-squared test in many cases.
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## 1. Introduction

Nonparametric two-sample tests for testing identity of distributions versus alternatives containing both location and scale parameters have been proposed by Lepage [3, 4], Duran, Tsai and Lewis [1] and others. The purpose of this paper is to explore an analogous test which is applicable for categorical data.

Table 1: $2 \times k$ contingency table

|  | Categories |  |  |  |  | Total |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $X_{1}$ | $X_{2}$ | . | . | . | $X_{k}$ | $n_{1}$ |
|  | $Y_{1}$ | $Y_{2}$ | . | . | . | $Y_{k}$ | $n_{2}$ |
| Total | $\tau_{1}$ | $\tau_{2}$ | . | . | . | $\tau_{k}$ | $N$ |

[^0]Consider $2 \times k$ table given in Table 1. We suppose that $X=\left(X_{1}, \cdots, X_{k}\right)$ and $Y=\left(Y_{1}, \cdots, Y_{k}\right)$ are independent multinomial random vectors and consider the following null hypothesis:
$H_{0}: X$ and $Y$ are identically distributed.
We propose a location-dispersion test for this hypothesis which is sensitive for both location shift and scale shift which seem common, for example, in clinical trial data. The proposed statistic will be expressed as functions of the Wilcoxon test and test whose score is orthonormal to the Wilcoxon score.

In section 2 we propose the statistic. The asymptotic distributions of the proposed statistic under the hypothesis and contiguous alternatives are studied in section 3. Its power and efficiency are studied in section 4, and finally in section 5, Monte Carlo studies are conducted to show the behaviors of the test. It is shown that the proposed test is superior to Pearson's chi-squared test, Nair's location and dispersion tests, and to the cumulative chi-squared test in many cases.

## 2. The Test Statistic

Let $c_{i}, i=1,2, \cdots, k$, be the Wilcoxon score defined by $c_{i}=\sum_{j=1}^{i-1} \tau_{j}+\left(\tau_{i}-N\right) / 2$ for $i=1,2, \cdots, k$, so that $\sum_{i=1}^{k} \tau_{i} c_{i}=0$. We define the inner product of two vectors a and $\mathbf{b}$ by $(\mathbf{a}, \mathbf{b})=\sum_{i=1}^{k} \tau_{i} a_{i} b_{i}$ and $\|\mathbf{a}\|^{2}=(\mathbf{a}, \mathbf{a})$. For the normalized score,

$$
\begin{equation*}
\mathbf{a}=\frac{\mathbf{c}}{\|\mathbf{c}\|} \tag{1}
\end{equation*}
$$

where $\mathbf{c}=\left(c_{1}, c_{2}, \cdots, c_{k}\right)^{\prime}$, we consider the Wilcoxon test statistic which is defined by:

$$
S=\sum_{i=1}^{k} a_{i} Y_{i}
$$

Next we consider a score orthonormal to the Wilcoxon score. Let $d_{i}^{*}, i=1,2, \cdots, k$, be the score defined by $d_{i}^{*}=c_{i}^{2}$, and put $\mathbf{d}^{*}=\left(d_{1}^{*}, d_{2}^{*}, \cdots, d_{k}^{*}\right)^{\prime}$ and $d_{i}=d_{i}^{*}-\left(\mathbf{d}^{*}, \mathbf{a}\right) a_{i}$. For the normalized score,

$$
\begin{equation*}
\mathbf{b}=\frac{\mathbf{d}}{\|\mathbf{d}\|} \tag{2}
\end{equation*}
$$

where $\mathbf{d}=\left(d_{1}, d_{2}, \cdots, d_{k}\right)^{\prime}$, we consider the test statistic defined by:

$$
T=\sum_{i=1}^{k} b_{i} Y_{i}
$$

We call $\mathbf{b}$ the dispersion score and $T$ the dispersion test statistic. We consider statistics $S$ and $T$ conditioned on $C=\left\{n_{1}, n_{2}, \tau_{1}, \tau_{2}, \cdots, \tau_{k}\right\}$. The test statistic for $H_{0}$ we propose is

$$
Q=\frac{S^{2}}{V_{0}[S \mid C]}+\frac{\left(T-E_{0}[T \mid C]\right)^{2}}{V_{0}[T \mid C]}
$$

where $E_{0}[\cdot \mid C]$ and $V_{0}[\cdot \mid C]$ are the conditional expectation and variance conditioned on $C$, respectively, under $H_{0}$. These expectation and variance are given by

$$
\begin{array}{ll}
E_{0}[S \mid C]=0, & V_{0}[S \mid C]=\frac{n_{1} n_{2}}{N(N-1)}, \\
E_{0}[T \mid C]=n_{2} \bar{b}, & V_{0}[T \mid C]=\frac{n_{1} n_{2}}{N(N-1)}\left(1-N \bar{b}^{2}\right)
\end{array}
$$

where $\bar{b}=(1 / N) \sum_{i=1}^{k} b_{i} \tau_{i}$. It is straightforward to show these formulae since we have

$$
\begin{align*}
(\mathbf{a}, \mathbf{1}) & =(\mathbf{a}, \mathbf{b})=0, \quad\left(1=(1,1, \cdots, 1)^{\prime}\right)  \tag{3}\\
\|\mathbf{a}\| & =\|\mathbf{b}\|=1 \tag{4}
\end{align*}
$$

and furthermore the conditional distribution of $Y$ conditioned on $C$ is given by

$$
\operatorname{Pr}\left[\left(Y_{1}, \cdots, Y_{k}\right)=\left(y_{1}, \cdots, y_{k}\right) \mid C\right]=\frac{\binom{\tau_{1}}{y_{1}} \cdots\binom{\tau_{k}}{y_{k}}}{\binom{N}{n_{2}}}
$$

Treating all of the observations in a certain category as being tied and assigning them a score equal to the midrank for that category, Nair [5] introduced statistics $\mathrm{SS}_{A}(l)$ and $\mathrm{SS}_{A}(d)$ from the Wilcoxon and Mood rank statistics, respectively. It is easy to see that $\mathrm{SS}_{A}(l)$ is equivalent to $S^{2} / V_{0}[S \mid C]$, and $\mathrm{SS}_{A}(d)$ is almost equivalent to $(T-$ $\left.E_{0}[T \mid C]\right)^{2} / V_{0}[T \mid C]$. In this paper we call the tests based on $\mathrm{SS}_{A}(l)$ and $\mathrm{SS}_{A}(d)$ the Nair's location test and dispersion test, respectively.

## 3. Asymptotic Distributions

### 3.1. The Multiple Non-Central Hypergeometric Distribution

When $X$ and $Y$ are independently distributed multinomial random variables with the parameters $n_{1}, \pi_{1}=\left(\pi_{11}, \cdots, \pi_{1 k}\right)$ and $n_{2}, \pi_{2}=\left(\pi_{21}, \cdots, \pi_{2 k}\right)$, respectively, we have,

$$
\begin{equation*}
\operatorname{Pr}\left[\left(Y_{2}, \cdots, Y_{k}\right)=\left(y_{2}, \cdots, y_{k}\right) \mid C\right]=\frac{g(\mathbf{y}) \psi_{1}^{y_{1}} \cdots \psi_{k}^{y_{k}}}{\sum_{j_{1}+\cdots+j_{k}=n_{2}} g(\mathbf{j}) \psi_{1}^{j_{1}} \cdots \psi_{k}^{j_{k}}}, \tag{5}
\end{equation*}
$$

where $g(\mathbf{y})=n_{1}!n_{2}!/\left[y_{1}!\cdots y_{k}!\left(\tau_{1}-y_{1}\right)!\cdots\left(\tau_{k}-y_{k}\right)!\right]$ and the odds-ratio parameters $\psi_{j}$, relative to category 1 , for $j=1,2, \cdots, k$, are defined by $\psi_{j}=\pi_{11} \pi_{2 j} / \pi_{21} \pi_{1 j}$, so that $\psi_{1} \equiv 1$.
We use the following assumptions:
(A1) $\lim _{N \rightarrow \infty} \frac{\tau_{j}}{N}=0$, for $j=2,3, \cdots, k$.
(A2) $\frac{n_{2}}{N}=p$ for some given $p$ such that $0<p<1$.
Theorem 3.1. Suppose that (A1) and (A2) are satisfied, then

$$
\lim _{N \rightarrow \infty} \frac{g(\mathbf{y}) \tau_{1}!\cdots \tau_{k}!}{N!\prod_{j=2}^{k}\binom{\tau_{j}}{y_{j}} p^{y_{j}}(1-p)^{\tau_{j}-y_{j}}}=1
$$

Proof. Since

$$
g(\mathbf{y}) \frac{\tau_{1}!\cdots \tau_{k}!}{N!}=\frac{\frac{n_{2}!}{\left(n_{2}-y_{2}-\cdots-y_{k}\right)!\left(n_{1}-\tau_{2}-\cdots-\tau_{k}+y_{2}+\cdots+y_{k}\right)!}}{\frac{N!}{\left(N-\tau_{2}-\cdots-\tau_{k}\right)!}}\binom{\tau_{2}}{y_{2}} \cdots\binom{\tau_{k}}{y_{k}}
$$

from (A1) and (A2) we have

$$
\lim _{N \rightarrow \infty} g(\mathbf{y}) \frac{\tau_{1}!\cdots \tau_{k}!}{N!}=\prod_{j=2}^{k}\binom{\tau_{j}}{y_{j}} p^{y_{j}}(1-p)^{\tau_{j}-y_{j}}
$$

. This completes the proof of the theorem.
From the theorem it follows that the numerator of (5) is approximated by

$$
\prod_{j=2}^{k}\binom{\tau_{j}}{y_{j}}\left(p \psi_{j}\right)^{y_{j}}(1-p)^{\tau_{j}-y_{j}} \frac{N!}{\tau_{1}!\cdots \tau_{k}!}
$$

Therefore by normalizing this we may approximate the distribution (5) by

$$
\begin{equation*}
\operatorname{Pr}\left[\left(Y_{2}, \cdots, Y_{k}\right)=\left(y_{2}, \cdots, y_{k}\right) \mid C\right]=\prod_{j=2}^{k}\binom{\tau_{j}}{y_{j}}\left(\frac{p \psi_{j}}{p \psi_{j}+1-p}\right)^{y_{j}}\left(\frac{1-p}{p \psi_{j}+1-p}\right)^{\tau_{j}-y_{j}} \tag{6}
\end{equation*}
$$

Thus according to this approximation $Y_{j}$ is binomialy distributed with parameters $\tau_{j}$ and $p \psi_{j} /\left(p \psi_{j}+1-p\right)$, and $Y_{2}, Y_{3}, \cdots, Y_{k}$ are independent.

### 3.2. Asymptotic Distribution of $Q$ Under $H_{0}$

Now we consider an approximation of $\operatorname{Pr}\left[\left(Y_{2}, \cdots, Y_{k}\right)=\left(y_{2}, \cdots, y_{k}\right) \mid C\right]$ for large $\tau_{j}$, $j=2,3, \cdots, k$. To begin with we shall make the following assumption.
(A3) $N^{-\epsilon} \tau_{j}=O(1), j=2,3, \cdots, k$, for some $\epsilon$ such that $0<\epsilon<\frac{1}{2}$.
The notation $N^{-\epsilon} \tau_{j}=O(1)$ which is used in this paper, means $N^{-\epsilon} \tau_{j}$ tends to a constant as $N \rightarrow \infty$. Note that (A3) includes (A1).

Lemma 3.2. If (A3) is satisfied, then
(i) $N^{1-\frac{\epsilon}{2}} a_{1}=O(1), N^{\frac{\epsilon}{2}} a_{i}=O(1), i=2,3, \cdots, k$.
(ii) $N^{1-\frac{e}{2}} b_{1}=O(1), N^{\frac{c}{2}} b_{i}=O(1), i=2,3, \cdots, k$.

Proof. From (A3) and using the definitions of $c_{i}$ and $d_{i}$ we have

$$
\begin{aligned}
& N^{-\epsilon} c_{1}=O(1), N^{-1} c_{i}=O(1) \\
& N^{-1-\epsilon} d_{1}=O(1), \text { and } N^{-2} d_{i}=O(1) \text { for } i=2,3, \cdots, k
\end{aligned}
$$

Thus the proof is completed from the definitions of $a_{i}$ and $b_{i}$ which are given in (1) and (2).

Denote by $E_{A 0}[\cdot]$ and $V_{A 0}[\cdot]$ the expectation and variance, respectively, under $H_{0}$ when $Y_{j}, j=2,3, \cdots, k$, follow distribution given in (6). We have the following lemma.

Lemma 3.3. If (A2) and (A3) are satisfied, then
(i) $\mathrm{E}_{\mathrm{A} 0}[S]=0$,
(ii) $\lim _{N \rightarrow \infty} \frac{V_{0}[S \mid C]}{V_{A 0}[S]}=1$.

Proof. Since $\sum_{i=1}^{k} Y_{i}=n_{2}$, we have

$$
\begin{equation*}
S=a_{1} n_{2}+\sum_{i=2}^{k}\left(a_{i}-a_{1}\right) Y_{i} \tag{7}
\end{equation*}
$$

Thus

$$
\begin{align*}
E_{A 0}[S] & =a_{1} n_{2}+\sum_{i=2}^{k}\left(a_{i}-a_{1}\right) E_{A 0}\left[Y_{i}\right]  \tag{8}\\
& =a_{1} n_{2}+\sum_{i=2}^{k}\left(a_{i}-a_{1}\right) \tau_{i} p \\
& =a_{1} N\left(\frac{n_{2}}{N}-p\right)
\end{align*}
$$

since $\sum_{i=1}^{k} a_{i} \tau_{i}=0$. Thus from (A2) we have (i). Next we prove (ii). From (7) we have

$$
\begin{aligned}
V_{A 0}[S] & =\sum_{i=2}^{k}\left(a_{i}-a_{1}\right)^{2} V_{A 0}\left[Y_{i}\right] \\
& =\sum_{i=2}^{k}\left(a_{i}-a_{1}\right)^{2} \tau_{i} p(1-p), \\
& =p(1-p)\left(1+a_{1}^{2} N\right) .
\end{aligned}
$$

Therefore using (A2) and Lemma 3.2 we have

$$
\frac{V_{0}[S \mid C]}{V_{A 0}[S]}=\frac{n_{1} n_{2} / N(N-1)}{p(1-p)\left(1+a_{1}^{2} N\right)} \rightarrow 1 \quad \text { as } \quad N \rightarrow \infty
$$

Theorem 3.4. If (A2) and (A3) are satisfied, then under $H_{0}$, the distribution of $S / \sqrt{V_{0}[S \mid C]}$ may be approximated by a standard normal distribution for large $N$.

Proof. We can write

$$
\operatorname{Pr}\left[\frac{S}{\sqrt{V_{0}[S \mid C]}} \leq x\right]=\operatorname{Pr}\left[\frac{S-E_{A 0}[S]}{\sqrt{V_{A 0}[S]}} \leq \sqrt{\frac{V_{0}[S \mid C]}{V_{A 0}[S]}}\left\{x-\frac{E_{A 0}[S]}{\sqrt{V_{0}[S \mid C]}}\right\}\right]
$$

When $N \rightarrow \infty$, (A3) $\Rightarrow$ (A1), and the distribution of ( $Y_{2}, Y_{3}, \cdots, Y_{k}$ ) may be approximated by the multiple of the independent binomial distributions. Furthermore
$\tau_{j} \rightarrow \infty, j=2,3, \cdots, k$ when $N \rightarrow \infty$ from (A3). Therefore the distribution of $\left(S-E_{A 0}[S]\right) / \sqrt{V_{A 0}[S]}$ may be approximated by $N(0,1)$ for large $N$. Then the result follows from Lemma 3.3 and by Slutsky theorem (See Lehmann [2] Appendix, Sec. 3 , Corollary 2 ).

We next consider statistic $T$. We first show:
Lemma 3.5. If (A2) and (A3) are satisfied, then
(i) $E_{A 0}[T]-E_{0}[T \mid C]=0$,
(ii) $\lim _{N \rightarrow \infty} \frac{V_{0}[T \mid C]}{V_{A 0}[T]}=1$.

Proof. Since $\sum_{i=1}^{k} Y_{i}=n_{2}$, we have

$$
\begin{equation*}
T=b_{1} n_{2}+\sum_{i=2}^{k}\left(b_{i}-b_{1}\right) Y_{i} \tag{9}
\end{equation*}
$$

and

$$
\begin{aligned}
E_{A 0}[T] & =b_{1} n_{2}+\sum_{i=2}^{k}\left(b_{i}-b_{1}\right) E_{A 0}\left[Y_{i}\right] \\
& =b_{1} n_{2}+\sum_{i=2}^{k}\left(b_{i}-b_{1}\right) \tau_{i} p, \\
& =b_{1} n_{2}+p N \bar{b}-b_{1} p N .
\end{aligned}
$$

Now since

$$
E_{A 0}[T]-E_{0}[T \mid C]=b_{1} N\left(\frac{n_{2}}{N}-p\right)-\bar{b} N\left(\frac{n_{2}}{N}-p\right)
$$

the proof of (i) is immediate from (A2). Next,

$$
\begin{aligned}
V_{A 0}[T] & =\sum_{i=2}^{k}\left(b_{i}-b_{1}\right)^{2} V_{A 0}\left[Y_{i}\right] \\
& =\sum_{i=2}^{k}\left(b_{i}-b_{1}\right)^{2} \tau_{i} p(1-p), \\
& =p(1-p)\left(1-2 N b_{1} \bar{b}+b_{1}^{2} N\right) .
\end{aligned}
$$

Thus it follows that

$$
\frac{V_{0}[T \mid C]}{V_{A 0}[T]}=\frac{n_{1} n_{2} / N(N-1)}{p(1-p)} A
$$

where $A=\left(1-N \bar{b}^{2}\right) /\left(1-2 N b_{1} \bar{b}+b_{1}^{2} N\right)$. Using Lemma 3.2 we can show $A$ tends to 1 as $N$ tends to infinity. So from (A2) the result follows.

Theorem 3.6. If (A2) and (A3) are satisfied, then under $H_{0}$, the distribution of $\left(T-E_{0}[T \mid C]\right) / \sqrt{V_{0}[T \mid C]}$ may be approximated by a standard normal distribution for large $N$.

Proof. Similarly as the proof of Theorem 3.4, the distribution of $\left(T-E_{A 0}[T]\right) / \sqrt{V_{A 0}[T]}$ may be approximated by $N(0,1)$ for large $N$, under (A3), and

$$
\operatorname{Pr}\left[\frac{T-E_{0}[T \mid C]}{\sqrt{V_{0}[T \mid C]}} \leq x\right]=\operatorname{Pr}\left[\frac{T-E_{A 0}[T]}{\sqrt{V_{A 0}[T]}} \leq \sqrt{\frac{V_{0}[T \mid C]}{V_{A 0}[T]}}\left\{x-\frac{E_{A 0}[T]-E_{0}[T \mid C]}{\sqrt{V_{0}[T \mid C]}}\right\}\right]
$$

Thus it is straightforward to show the theorem from Lemma 3.5 and by Slutsky theorem.

Theorem 3.7. If (A2) and (A3) are satisfied then the distribution of $Q$ under $H_{0}$ may be approximated by a chi-squared distribution with 2 degrees of freedom for large $N$.

Proof. It is sufficient to show that the conditional covariance of $S$ and $T$ conditioned on $C$ under $H_{0}$, which is denoted by $C o v_{0}[S, T \mid C]$, is 0 . From (7) and (9) we have

$$
\begin{aligned}
\operatorname{Cov}_{0}[S, T \mid C]= & \sum_{i=2}^{k}\left(a_{i}-a_{1}\right)\left(b_{i}-b_{1}\right) V_{0}\left[Y_{i} \mid C\right] \\
& +\sum_{i=2}^{k} \sum_{j=2}^{k}\left(a_{i \neq j}-a_{1}\right)\left(b_{j}-b_{1}\right) \operatorname{Cov}_{0}\left[Y_{i}, Y_{j} \mid C\right] \\
= & \sum_{i=2}^{k}\left(a_{i}-a_{1}\right)\left(b_{i}-b_{1}\right) \frac{\tau_{i}\left(N-\tau_{i}\right) n_{1} n_{2}}{N^{2}(N-1)} \\
& \quad-\sum_{i=2}^{k} \sum_{j=2}^{k}\left(a_{i \neq j}-a_{1}\right)\left(b_{j}-b_{1}\right) \frac{\tau_{i} \tau_{j} n_{1} n_{2}}{N^{2}(N-1)} \\
= & \sum_{i=2}^{k}\left(a_{i}-a_{1}\right)\left(b_{i}-b_{1}\right) \frac{\tau_{i} n_{1} n_{2}}{N(N-1)} \\
& \quad-\sum_{i=2}^{k} \sum_{j=2}^{k}\left(a_{i}-a_{1}\right)\left(b_{j}-b_{1}\right) \frac{\tau_{i} \tau_{j} n_{1} n_{2}}{N^{2}(N-1)}
\end{aligned}
$$

Now

$$
\begin{aligned}
\sum_{i=2}^{k}\left(a_{i}-a_{1}\right)\left(b_{i}-b_{1}\right) \tau_{i}=a_{1}\left(b_{1}-\bar{b}\right) N \\
\begin{aligned}
\sum_{i=2}^{k} \sum_{j=2}^{k}\left(a_{i}-a_{1}\right)\left(b_{j}-b_{1}\right) \tau_{i} \tau_{j} & =\left[\sum_{i=2}^{k}\left(a_{i}-a_{1}\right) \tau_{i}\right]\left[\sum_{j=2}^{k}\left(b_{j}-b_{1}\right) \tau_{j}\right] \\
& =a_{1}\left(b_{1}-\bar{b}\right) N^{2}
\end{aligned}
\end{aligned}
$$

Thus substituting these equalities into the above formula, we have the desired result.

### 3.3. Asymptotic Distribution of $Q$ Under the Alternative

In this section we obtain asymptotic distribution of $Q$ under the alternative hypothesis $H_{1}: \psi_{j}=1+A_{j} / N^{\epsilon}, j=1,2, \cdots, k$, where $A_{j}$ is a constant and $0<\epsilon<1 / 2$. We denote by $E_{A}[\cdot]$ and $V_{A}[\cdot]$ the expectation and variance, respectively, under $H_{1}$ when $Y_{j}, j=2,3, \cdots, k$, follow distribution given in (6).

Lemma 3.8. If (A2) and (A3) are satisfied, then
(i) $\lim _{N \rightarrow \infty} \frac{E_{A}[S]}{\sqrt{V_{0}[S \mid C]}}=l_{S}$,
(ii) $\lim _{N \rightarrow \infty} \frac{V_{0}[S \mid C]}{V_{A}[S]}=1$,
where $l_{S}=\sqrt{p(1-p)} \sum_{j=2}^{k}\left(a_{j}-a_{1}\right) \tau_{j}\left(\psi_{j}-1\right)$.
Proof. (i) From (7) we have

$$
\begin{aligned}
E_{A}[S] & =a_{1} n_{2}+\sum_{j=2}^{k}\left(a_{j}-a_{1}\right) E_{A}\left[Y_{j}\right] \\
& =a_{1} n_{2}+\sum_{j=2}^{k}\left(a_{j}-a_{1}\right) \frac{\tau_{j} p \psi_{j}}{p \psi_{j}+1-p} .
\end{aligned}
$$

Substituting (8), we have

$$
\begin{aligned}
E_{A}[S] & =E_{A}[S]-E_{A 0}[S]+E_{A 0}[S], \\
& =\sum_{j=2}^{k}\left(a_{j}-a_{1}\right) \tau_{j}\left[\frac{p(1-p)\left(\psi_{j}-1\right)}{p \psi_{j}+1-p}\right]+E_{A 0}[S] .
\end{aligned}
$$

Now consider $E_{A}[S] / \sqrt{V_{0}[S \mid C]}$ and using (A2) the result follows.
(ii) From (7) we have

$$
\begin{aligned}
V_{A}[S] & =\sum_{j=2}^{k}\left(a_{j}-a_{1}\right)^{2} V_{A}\left[Y_{j}\right] \\
& =\sum_{j=2}^{k}\left(a_{j}-a_{1}\right)^{2} \frac{\tau_{j} p(1-p) \psi_{j}}{\left(p \psi_{j}+1-p\right)^{2}}
\end{aligned}
$$

Thus it follows that

$$
\frac{V_{0}[S \mid C]}{V_{A}[S]}=\frac{n_{1} n_{2} / N(N-1)}{p(1-p) A}
$$

where $A=\sum_{j=2}^{k}\left(a_{j}-a_{1}\right)^{2} \tau_{j} \psi_{j} /\left(p \psi_{j}+1-p\right)^{2}$. Furthermore since

$$
\sum_{j=2}^{k}\left(a_{j}-a_{1}\right)^{2} \tau_{j}=1+a_{1}^{2} N
$$

we can show by using Lemma 3.2 that $A \rightarrow 1$ as $N \rightarrow \infty$ under $H_{1}$. So from (A2) the proof is completed.

Theorem 3.9. If (A2) and (A3) are satisfied, then under $H_{1}$ the distribution of $S / \sqrt{V_{0}[S \mid C]}$ may be approximated by $N\left(l_{S}, 1\right)$ for large $N$.

Proof. Similarly as the proof of Theorem 3.4, the distribution of $\left(S-E_{A}[S]\right) / \sqrt{V_{A}[S]}$ may be approximated by $N(0,1)$, for large $N$, under (A3) and

$$
\operatorname{Pr}\left[\frac{S}{\sqrt{V_{0}[S \mid C]}} \leq x\right]=\operatorname{Pr}\left[\frac{S-E_{A}[S]}{\sqrt{V_{A}[S]}} \leq \sqrt{\frac{V_{0}[S \mid C]}{V_{A}[S]}}\left\{x-\frac{E_{A}[S]}{\sqrt{V_{0}[S \mid C]}}\right\}\right] .
$$

Thus it is straightforward to show the theorem from Lemma 3.8 and by Slutsky theorem.

Lemma 3.10. If (A2) and (A3) are satisfied, then
(i) $\lim _{N \rightarrow \infty} \frac{\left.E_{A}[T]-E_{0}[T] C\right]}{\sqrt{V_{0}[T \mid C]}}=l_{T}$,
(ii) $\lim _{N \rightarrow \infty} \frac{V_{0}[T \mid C]}{V_{A}[T]}=1$,
where $l_{T}=\sqrt{p(1-p)} \sum_{j=2}^{k}\left(b_{j}-b_{1}\right) \tau_{j}\left(\psi_{j}-1\right)$.
Proof. (i) From (9) we have

$$
\begin{aligned}
E_{A}[T] & =b_{1} n_{2}+\sum_{j=2}^{k}\left(b_{j}-b_{1}\right) E_{A}\left[Y_{j}\right] \\
& =b_{1} n_{2}+\sum_{j=2}^{k}\left(b_{j}-b_{1}\right) \tau_{j} \frac{p \psi_{j}}{1+p\left(\psi_{j}-1\right)}
\end{aligned}
$$

and

$$
E_{A}[T]-E_{0}[T \mid C]=\sum_{j=2}^{k}\left(b_{j}-b_{1}\right) \tau_{j} \frac{p(1-p)\left(\psi_{j}-1\right)}{1+p\left(\psi_{j}-1\right)}+E_{A 0}[T]-E_{0}[T \mid C] .
$$

Dividing this by $\sqrt{V_{0}[T \mid C]}$ and using Lemma 3.5, the result follows. (ii) From (9) we have

$$
\begin{aligned}
V_{A}[T] & =\sum_{j=2}^{k}\left(b_{j}-b_{1}\right)^{2} V_{A}\left[Y_{j}\right], \\
& =\sum_{j=2}^{k}\left(b_{j}-b_{1}\right)^{2} \frac{\tau_{j} p(1-p) \psi_{j}}{\left(p \psi_{j}+1-p\right)^{2}} .
\end{aligned}
$$

Thus it follows that

$$
\frac{V_{0}[T \mid C]}{V_{A}[T]}=\frac{n_{1} n_{2} / N(N-1)}{p(1-p)} B
$$

where $B=\left(1-N \bar{b}^{2}\right) / \sum_{j=2}^{k}\left(b_{j}-b_{1}\right)^{2} \frac{\tau_{j} \psi_{j}}{\left(p \psi_{j}+1-p\right)^{2}}$. From (A3), $B \rightarrow 1$ as $N \rightarrow \infty$. So using (A2) the result follows.

Theorem 3.11. If (A2) and (A3) are satisfied, then under $H_{1}$ the distribution of $\left(T-E_{0}[T \mid C]\right) / \sqrt{V_{0}[T \mid C]}$ may be approximated by $N\left(l_{T}, 1\right)$ for large $N$.

Proof. Similarly as the proof of Theorem 3.4, the distribution of $\left(T-E_{A}[T]\right) / \sqrt{V_{A}[T]}$ may be approximated by $N(0,1)$ for large $N$, under (A3) and

$$
\operatorname{Pr}\left[\frac{T-E_{0}[T \mid C]}{\sqrt{V_{0}[T \mid C]}} \leq x\right]=\operatorname{Pr}\left[\frac{T-E_{A}[T]}{\sqrt{V_{A}[T]}} \leq \sqrt{\frac{V_{0}[T \mid C]}{V_{A}[T]}}\left\{x-\frac{E_{A}[T]-E_{0}[T \mid C]}{\sqrt{V_{0}[T \mid C]}}\right\}\right]
$$

Thus it is straightforward to show the theorem from Lemma 3.10 and by Slutsky theorem.

Lemma 3.12. Suppose that $Y_{j}, j=2,3, \cdots, k$, follow the distribution given in (6), and that (A2) and (A3) are satisfied, then under $H_{1}$ the correlation of $S$ and $T$ tends to 0 as $N \rightarrow \infty$.

Proof. We denote by $\operatorname{Cov}_{A}[S, T]$, the covariance of $S$ and $T$, under $H_{1}$ and when $Y_{j}, j=2,3, \cdots, k$ are supposed to follow the distribution given in (6), and we have

$$
\operatorname{Cov}_{A}[S, T]=\sum_{i=2}^{k}\left(a_{i}-a_{1}\right)\left(b_{i}-b_{1}\right) \tau_{i} q_{i}\left(1-q_{i}\right)
$$

where $q_{i}=p \psi_{i} /\left(p \psi_{i}+1-p\right)$ and $\psi_{i}=1+A_{i} / N^{\epsilon}$. Thus

$$
\left|\operatorname{Cov}_{A}[S, T]\right| \leq(1 / 4) \sum_{i=2}^{k}\left(a_{i}-a_{1}\right)\left(b_{i}-b_{1}\right) \tau_{i}
$$

Now from Lemma 3.2 and (A3) we may show that

$$
\begin{aligned}
\sum_{i=2}^{k}\left(a_{i}-a_{1}\right)\left(b_{i}-b_{1}\right) \tau_{i} & =-a_{1} \sum_{i=1}^{k}\left(b_{i}-b_{1}\right) \tau_{i} \\
& =\frac{c}{N^{1-\epsilon}}+O\left(\frac{1}{N^{1-\epsilon}}\right)
\end{aligned}
$$

for some constant $c$. Thus we have $\operatorname{Cov}_{A}[S, T] \rightarrow 0$ as $N \rightarrow \infty$. Employing again Lemma 3.2 and (A3) we may show that

$$
V_{A}[S]=\frac{p}{1-p}\left[1+\frac{c^{\prime}}{N^{1-\epsilon}}+O\left(\frac{1}{N^{1-\epsilon}}\right)\right]
$$

for some constant $c^{\prime}$. Thus $V_{A}[S] \rightarrow \frac{p}{1-p}$ as $N \rightarrow \infty$.
Similarly we have $V_{A}[T] \rightarrow \frac{p}{1-p}$ as $N \rightarrow \infty$. Therefore we have the desired result.
Summarizing Theorem 3.9, 3.11 and Lemma 3.12 we have the following theorem.
Theorem 3.13. If(A2) and (A3) are satisfied, then the distribution of $Q$ under $H_{1}$ may be approximated by a noncentral chi-squared distribution with 2 degrees of freedom and noncentrality parameter $l_{S}^{2}+l_{T}^{2}$, when $N$ is large.

## 4. Power and Efficiency

The power of the location-dispersion test is given by

$$
\Pi_{Q}=\operatorname{Pr}_{H_{1}}\left[Q>\chi_{2, \alpha}^{2}\right],
$$

where $\chi_{2, \alpha}^{2}$ is the upper $100 \alpha$ percentage point of the chi-squared distribution with 2 degrees of freedom. From Theorem 3.13 we have

$$
\lim _{N \rightarrow \infty} \Pi_{Q}=\operatorname{Pr}\left[{\chi^{\prime}}_{2}^{2}>\chi_{2, \alpha}^{2}\right]
$$

where $\chi^{\prime 2}{ }_{2}$ is the density function of the noncentral chi-squared distribution with 2 degrees of freedom and the noncentrality parameter $\lambda=l_{S}^{2}+l_{T}^{2}$. It is well known that the power is the increasing function of $\lambda$. Now using Schwarz inequality we have

$$
\begin{aligned}
& l_{S}^{2} \leq N^{2} p(1-p) \sum_{i=2}^{k}\left(a_{i}-a_{1}\right)^{2}\left(\frac{\tau_{i}}{N}\right) \sum_{j=2}^{k}\left(\psi_{j}-1\right)^{2}\left(\frac{\tau_{j}}{N}\right), \\
& l_{T}^{2} \leq N^{2} p(1-p) \sum_{i=2}^{k}\left(b_{i}-b_{1}\right)^{2}\left(\frac{\tau_{i}}{N}\right) \sum_{j=2}^{k}\left(\psi_{j}-1\right)^{2}\left(\frac{\tau_{j}}{N}\right)
\end{aligned}
$$

Thus $l_{S}^{2}$ is maximized when $\psi_{j}-1=\beta\left(a_{j}-a_{1}\right)$, that is $\log \psi_{j}=\beta\left(a_{j}-a_{1}\right)$ approximately. Similarly $l_{T}^{2}$ is maximized when $\log \psi_{j}=\beta\left(b_{j}-b_{1}\right)$ approximately. These findings characterize the optimality of the location score test and dispersion score test. Unfortunately, however, it is difficult to find the alternative hypothesis which maximize the power of the location-dispersion test. As will be seen in the simulation in the next section there exists a wide family of alternative hypotheses which provides larger powers to the location-dispersion test than the location score or dispersion score tests.

## 5. Monte Carlo Studies

Monte Carlo studies were conducted to assess the accuracy of the chi-squared approximation to the nominal test size, and to compare the power of the proposed test with several other chi-squared tests. Those chi-squared tests considered, except for the proposed test based on $Q$, are (i) Pearson's chi-squared test [6], (ii) Nair's location test [5], (iii) Nair's dispersion test [5], and (iv) The cumulative chi-squared test [7].

Table 2: The cell probabilities for $2 \times 5$ table

| 0.2 | 0.2 | 0.2 | 0.2 | 0.2 |
| :--- | :--- | :--- | :--- | :--- |
| 0.2 | 0.2 | 0.2 | 0.2 | 0.2 |

To assess the accuracy of the chi-squared approximation to the nominal test size, we considered $2 \times 5$ table and used the cell probabilities given in Table 2. Generating
random digits from the product-multinomial distribution with these cell probabilities, we run ten thousand trials. The sample size employed was $n_{i}=10(10) 100$. The nominal significance level was taken as 0.05 . The results of the simulation are given in Figure 1. The inspection of the figure shows that the chi-squared approximation of the $Q$ test and the other tests provide the values that are quite close to the nominal level $\alpha=0.05$ except for Pearson's test in small sample sizes.


Figure 1: Estimated Type I error levels of the $Q$ test, Pearson's test, Nair's location and dispersion tests and the cumulative chi-squared test when the distributions in Table 2 are used for the population distributions.

Table 3: Uniform type vs. Convex type

| 0.2 | 0.2 | 0.2 | 0.2 | 0.2 |
| :---: | :---: | :---: | :---: | :---: |
| 0.2 | 0.3 | 0.25 | 0.15 | 0.1 |

Table 4: Uniform type vs. Concave type

| 0.2 | 0.2 | 0.2 | 0.2 | 0.2 |
| :---: | :---: | :---: | :---: | :---: |
| 0.25 | 0.1 | 0.15 | 0.2 | 0.3 |

To compare the powers of the $Q$ test with the other chi-squared tests, we conducted similar simulation using the cell probabilities given in Tables 3,4 and 5 . The cell probabilities in Tables 3 and 4 present the distributions of the uniform vs. convex type


Figure 2: Estimated powers of the $Q$ test, Pearson's test, Nair's location and dispersion tests and the cumulative chi-squared test when the distributions in Table 3 are used for the population distributions.


Figure 3: Estimated powers of the $Q$ test, Pearson's test, Nair's location and dispersion tests and the cumulative chi-squared test when the distributions in Table 4 are used for the population distributions.
and uniform vs. concave type, respectively, and also Table 5 presents the distributions of the convex vs. concave type. The powers assessed are plotted in Figures 2, 3 and 4. Figures 2 and 4 show that the $Q$ test is superior to Pearson's chi-squared test, Nair's location and dispersion tests and to the cumulative chi-squared test. Figure 3 shows that the $Q$ test is superior to Pearson's chi-squared test, Nair's location test and the cumulative chi-squared test, but it is inferior to the Nair's dispersion test.

Table 5: Convex type vs. Concave type

| 0.2 | 0.3 | 0.25 | 0.15 | 0.1 |
| :---: | :---: | :---: | :---: | :---: |
| 0.25 | 0.1 | 0.15 | 0.2 | 0.3 |



Figure 4: Estimated powers of the $Q$ test, Pearson's test, Nair's location and dispersion tests and the cumulative chi-squared test when the distributions in Table 5 are used for the population distributions.

We carried out many simulation studies using various cell probabilities other than those given in Tables 3, 4 and 5. General implication we obtained is that so long as testing the distributions of uniform vs. convex type, and convex vs. concave type are concerned, the $Q$ test is in many cases superior to the Pearson's test, Nair's location and dispersion tests, and to the cumulative chi-squared test. For testing the distributions of uniform vs. concave type the $Q$ test is also better in many cases than the other chi-squared tests.
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