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 § 1. Introduction. The main aspects of the usual control chart method 
can be illustrated as follows.  "  The usual control chart controlling the mean 
of a population is constructed in the following way : After the mean and 
standard deviation of the population have been reliably estimated, samples 
of fixed size n are selected and their arithmetic means x = x/n are 
calculated. A chart is then constructed with control limits m±Biali/ n, 
where m and a are the estimates of the population mean and standard 
deviation, and B1= 3 or 3.09. The various, values X are entered in the chart 
in chronological order, and as soon as such values fall outside the control 
limits, production is stopped to allow investigation." (H. WEILER [4] p- 816— 
817). In this connection it is to be noted that there are certain problems 
belonging to the realm of successive process of statistical inferences for 
estimating m and / or a at the beginning of setting such control limits, 
as we have discussed in KITAGAWA [2] Part III and [3] Part II. These 
fundamental aspects will be however out of consideration in what follows. 
Moreover in certain situations a set of alternative actions is prescribed one 
of which is to be taken according to the value x, as particularly formulated 
in KITAGAWA [3] Part II. These aspects will not be discussed in this paper. 
Now H. WEILER [4] investigates another aspect by introducing the following 
alternative control method. " Instead of stopping the production when 
a single x value falls outside the control limits m±B,c1/ n, we may 
calculate the pair of narrower limits m f B2011/ n and stop the production 
as soon as two successive X values fall above the upper or below the lower 
of these limits. More generally, we may calculate a pair of limits m± 
Bol/ n such that we may stop production as soon as A successive x values 
f all above the upper or below the lower of these limits. In each case, BA 
is determined such that if the population mean does not change, an average 
of 1000 samples is necessary to produce one run of A successive x values 
above the upper (or below the lower) control limit." ( H. WEILER [4] p. 817). 

   It is to be noticed that combined uses of some pairs of control limits 
are quite natural and often practically recommended, without involving 
any more costs and labours, while WEILER [4] discussed use of each one 
of these procedures separately. 

                                 25
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   The object of this paper is to discuss with these combined uses of runs 
of several lengths with the usual control chart from the standpoint of 
recurrent probabilistic events in the sense of FELLER [1] Chapters 12, 13. 
In order to give the expected values of the numbers of trials attaining the 
first occurrence of the recurrent probabilistic events, we shall appeal to two 
Theorems, of which the first one Theorem 2.1 proved by KITAGAWA is 
concerned with direct use of functional equations, while the second one 
Theorem 3. 1 proved by SEGUCHI with a decomposition of the event into 
a set of mutually disjoint recurrent probabilistic events. 

   Both of these two Theorems are indispensable for our present purpose. 
The Assumptions I and II to Theorem 2. 1 may seejn to be rather f ormal, 
but it will turn out to be fundamental one, as will be seen through more 
concrete examples given in the following paragraphes. In virtue of these 
two Theorems there is no difficulty at least in principle in developing some 
theory of combined uses of runs of several different lengths with the 
usual control charts. In § 4 we shall treat with the simplest case of such 
combined used of runs of length 2 with the usual control chart , and in § 5 
we proceed to discuss with the more general case of uses of runs of lengths 
2 and 3 with the usual chart method. Each of these two cases can be 
divided into several subclasses respectively, according to our rules of sig-
nificance in our statistical decision procedures . It is to be noted that some 
of them A(*) (or A(--') A(±), B"") (or Bt-)) and B(±) may be suited for cont-
rolling any shift of the population mean m to m+ ka , while others A and 
B suited for controlling any change of the population standard deviation a 
into 1 a. The relative power associated with such combined uses of runs 
of one or several lengths with usual control chart method can be defined 
in term of the reciprocal of the expected value of the numbers of trials 
attaining the first occurrence of the recurrent probabilistic event . 

   Numerical results for our statistical procedures discussed in § 4 and § 5 
are given in § 6 with ref erence to a sequence of independent random sam-
ples of sizes 4 and 10 from a normal population of the type N(m + ka, a2), 
using tentatively or several control limits BA given by WEILER [4] . In this 
paragraph § 6 we are not aiming to give efficient combinations of one or 
several control limits, but we are suggesting more practical situations to 
be taken in their considerations by quality control engineers when the uses 
of runs are proposed. For this purpose the controlling procedures A(±) 
and WI') are specially suited for the comparison with those of WEILER [4:j . 
In § 7 the problem is discussed of how to set up control limits for our 
combined uses of runs of length 2 with the usual control chart method so 
as to satisfy assigned conditions on controlling powers .

 § 2. The expected value of the numbers of trials attaining the first oc-
currence of a recurrent event associated with certain functional equations .
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   Let  f(n) be the probability that the first occurrence of the recurrnt 
event 6 takes place at the n-th trial, where we adopt the definition of 
recurrent event according to FELLER [1] p. 240. Now let us make the 
following 

   Assumption I. There holds a functional equation 
                                                               ti- I 

(2.01)f(n).f(n— 1)—E Rj_, fin — j) , 
                                                      jz2 

for all positive integers n >._k+ 2, where R, (v=1, 2, •••, k) are given non-
negative constants such that Rk> 0. Let us define the generating function 

(2.02)G(s)=E s"f(n) 
                                                            n=1 

for a certain complex domain of s. For a while we shall be confined with 
a formal calculation, postponing the convergence problems of the allied 
power series as ones to be solved later according to specialised situations. 
The following Lemmas are quite immediate. 

   Lemma 2.1. Under the Assumption I, the generating function G(s) 
can be written as 

(2, 03)L(s)G(s)=H(s), 
where we have Put 

                                                                                        k-t-I 

(2.04)L(s) s + E si Rj_, , 
                                                                       .1=2 

                                       k-1-1 

(2.05) H(s)=E ?AO— s ?Ay) 
        1=1v=t1=2v=1 

   Lemma 2.2. We have that 

       k-2k—v-1 

(2.06) H(s)=E f(v)(s"— sYt' + E R;(sv"-"— sk.")) 
                                                                .1=1 

           + f(k-1)(sk-' — sk) +f(h)(sk —ski')+(ERj), 
                                                                                                .1=1 

and that 
                      k-2k—V-1 

(2.07) H' (1) = (k + 1) E R1—E f(v)(1+ E(k v — j)Rj) 
         =-11=1 

                   —f(k— 1)— f(k) , 

(2.08) L'(1)-=-E(j +1) Rj— 1 . 
                          j=t 

   The functional equation (2.01) gives us another functional euqation 
         n-2n-3 

(2.09) fin)=7(1—Ef(v)) R1+ (1—Ei(v)) R2+ 
                                                                                         V=.1 

           n—kn—R—I 

               + (1 —Ei(v)) R.-1-1- (1— Ef(v)) R. 
                                                                             10.1
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for n> k + 2. Now it is necessary to have additional functional relations 
valid for n �k. In view of the particular cases to be discussed in the 
following Sections, let us assume the following functional relations: 

   Assumption II. There is a positive constant Po less than one such that 
the relations hold for the sequence If(j)1 (j = 1, 2, k) to the effect that 

         J-23-4 

(2.10) fii)=(1 —Ef(v)) RI+ (1 —Ef(v)) R2+ 

                + (1 —f(1))Rj,+ Rj_1+ Po-tR, 

for j =3, 4, k and moreover that 

(2.11)f(1)=P1-1R, , 
(2.12)f(2)=1:),,--1R,+ 

    Lemma 2.3. Under the Assumptions I and II, we have 

(2.13)H'(1)=.E(i+ 1) Ri Pu'E . 
           3=13=1 

   Proof : (2.10) gives us, in particular for j = k, the relation 
              k—Ik-2 k—j-1 

(2.14)f(k)=E Rj+ Po-zRk.—E ( Ef(v)) R,, 
                                                        3=1 lo=1 

which, in combination with (2.07), yields us 

                                               k-1 

(2.15)Hi(1)=kE Rj+ (k +1)Rk— P0-1Rk 
                                    J=1 

                k-3k—v—^                   —E f(v)(14-E.(.k v — 1 — j) 

                  — f(k —2) — f(k —1) . 

   The use of (2.10) for:, = k —1 gives us 
                k-2k-3 lc— .1-2 

(2.16) f(k —1)=E Rj+Rk-i —E( E f(v))R,, 
         J.22.1 

which, in combination of (2.15), yields us 

                                         k-2 

(2.17) H'(1)= (k —1) E Ri+ kRk_i+ (k +1)R,„ — R,, — Po-' RA, 
                                              .7=1 

                            k-4           —E f(v)(1+ E(k— v —2 — j)k)—f(k —3) — f(k — 2) . 
        Y=, ,=1 

   Now this procedure can be repeated by the use of the relation (2.10) 
to the consequence that 

     kl-1k-1-1 

(2.18) 1/1(1)=E(i+ 1) R.,+3(R2+ R1)— P0-'E Ri — f(1)— f(2) . 
    J.3.7 =3 

But in virtue of the relations (2.11) and (2.12) we have the relation 

(2.13) as was to be proved.
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   Theorem  2.1. Under the Assumptions I and II, the recurrent proba-
bilistic event e is certain and the mean recurrence time of e can be expressed 
by virtue of the constants Po, R1, R2, Rk—i and R„ such that 

(2.19) f(j) =1, 

                                                               k 

                                1— Po-' fj R, 
(2.20) j.Ik           2=1ER

; 

   Proof : Since L(1) =- H(1) =RI + R2 + • + Rk , we have 

(2.21)S---=—G(1)=1, 

(2.22)T = C(1) --= (H'(1)— L'(1))/ L(1) . 

   Now (2.20) is immediate from Lemmas 2.2 and 2.3. 

 § 3. The relation between the expected values of number of trials 
attaining the first occurrence of mutually disjoint recurrent events. 

   Let s, (i = 1, 2, --•, k) be k recurrent probabilistic events in the sense 
of FELLER [1], and let us denote by f,(n) the probability that EL occurs for 
the first time at trial number n, by ui(n) the probability that ei occurs at 
the n-th trial (not necessarily for the first time) for i = 1, 2, k. Let 
us write 

(3.01)U,(s)=E ui(n)sn , 

(3.02)F ,(s) =E ft(n)s",                                                 s" , 

for i 1, 2, •-•, k. 
   Now by the joint event e e2U "•- U ek we mean the event which 

occurs when and only when at least one of k events occurs. In view of 
the definition of recurrent event [FELLER [1] p. 240, Definition], the joint 
event is also a recurrent probabilistic event, and let us denote by f(n) the 
probability that the joint event e occurs for the first time at trial number 
n, by u(n) the probability that the joint event occurs at the n-th trial (not 
necessarily for the first time). Let us write 

(3.03)U(s)=-E u(n)s", 

(3.04)F(s)=E f(n)sn 

   For the sake of the convenience, we,shall assume u,(0)=u(0)=1. 

   Definition 3.1. k recurrent probabilistic events et (i 1, 2, k) 
are called to be mutually disjoint, if we have
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(3.05)u(n).= u,(n)+u,(n) + + uk(n) 

for all positive integers n. 

   Theorem 3.1. Let 1Ed (i =1, 2, --• , k) be k mutually disjoint recurrent 
probabilistic events each of which is certain. Let T, (1= 1, 2, --•, k) and 
T be the expected values of numbers of trials attaining the first occur-
rences of ei (i = 1, k) and the joint event e respectively. Let all of 
T, be different from zero. Then we have 

         11 1 1 (3
.06)                  T T

i T, J. k • 

   Proof : In view of the relation (3.05) and the assumption that u,(0) 
=u(0)= 1 (i = 1, 2, k), we have 

(3.07) U(s)=U,(s)+U,(s)+ ••• + Uk(s) — (k —1). 

   Now in virtue of the relation 

(3.08) (1 — F,(s))U,(s) = (1— F(s))U(s) , 

we have, after differentiation, 

(3.09)                      F'(s) kF4'(s)(1— F(s))2—E 1.1 (1 — F,( s ) )2 • 

But we have 

(3.10) T =F'(1), , (i=1,2,---,k), 

(3.11)F(1)=F,(1)=F,(1)= 
because e, and e are certain. Moreover we note that 

(3.12)                     (1— F(s)\2 (F'(1)\'                     \1 — F i(s))F(1)) • 
   The limit of (3.09) as s tends to 1 gives us, in view of (3.12), the 

relation (3.06), as it was to be proved. 

  § 4. Statistical controlling methods associated with the combined use 
of the runs of length 2 with the usual control chart method. Let a, 
and a2 be prescribed real numbers such that 0 < a,< al< 03 . The set of 
all real numbers — CO < y < CO is divided into the mutually exclusive sets 

    E±, and .E±„ such that 

.(4.011) E,,---jy;0<y<a21 , —a2<y�0], 
(4.012) E,,=[y; y >a,] , 

(4.013) E-,2=Lv, a2�y < , E-2 fy ; —ai<Y�—a.]• 

Let us write also 

(4.014) (j=0,1,2).
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   Let  (i = 1, 2, 3, ••• ) be a sequence of independent stochastic varia-
bles each of which is distributed according to the same distribution. Let 
us denote three common probabilities for all Y, (i = 1, 2, ••• ) by 

(4. 021)Pr. 1Y, E P_,.;(j=0, 1, 2), 

(4.022)Pr. E (j= 0, 1, 2). 

   Four types of statistical controlling methods will now be introduced 
according to the ways how the significance of the sequence of yLl will be 
defined. 

   [1] Statistical controlling method C (1, 2) [a1, a.,]. Our statistical deci-
sion rule A is defined as follows : A sample ly,1 of the sequence 117,1 is 
said to be significant at the n-th step if either one of the following condi-
tions is satisfied : 

(4.03) (A,) Ei; (A2) Yn-1 , and ynE Ei U E2 • 

It is to be noted that the two conditions (A1) and (A2) are not mutually 
exclusive. Indeed for instance the case when ( A3) Y11-1 E E, and y7, E El is 
a special case of both (A1) and (A2). A sample ly,1 (i 1, 2, --• , n) of 
the sequence 117,1 is said to be non-significant up to and including the n-th 
step, if there is no j in 1�j <n at whose step (1<i < j) is significant. 
A sample ly,1 of the sequence {Y, } is said to be significant for the first 
time at the n-th step, if it is not significant up to and including the (n — 1)-th 
step and it is significant just at the n-th step. Let us define the probabilistic 
event EA which occurs when and only when the sequence 1Y,} becomes 
significnat. Let h( n) be the probability that the sequence Yd becomes 
significant, that is, EA occurs, at the n-th step for the first time in this rule A. 
Now it is evident that EA is a recurrent probabilistic event as a special case 
of that defined in 2. Defining k = 2 and 

(4.04)R,(A)=PoPi, R,(A)==P0P2(Pi+ P2), 

we have the functional equation for n> 4 

(4.05) .f,k(n)—fA.(11— 1) ± Ri(A)h(n — 2) +R2(A)fA(n — 3) = 0, 

with the additional condtions 

(4.061) fa(1) = R,(A)P„' , 

(4.062) fA(2)=R,(A)+R2(A)Rt,' = PoPi+ P2(P2+ P2), 

(4, 063) .fA(3)= (1 —fA(1))R,(A)+R,(A) 
               = (1— PE)PoPi+ PoP2(P1+ P2). 

   Indeed the direct calculations give us (4.061) (4.063) in view of the 
relations:
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(4.071) f,(1),----Pr.07,c, 

(4.072) it(2)=--Pr./KEE,,IPr.1Y2EE,I+Pr.IYIEE,IPr.IY,EE2UE21, 

(4. 073 ) fA( 3 ) =-- Pr. 1Y,T E, Pr. 1Y, E Pr.1 Y3 
           + Pr. 1Y, E Ed Pr. 1Y, E E21Pr.IY3 EE, UE21 - 

   For n > 4, the occurrences of the significance at the n-th step for the 
first instance are possible exactly in one of the following three exclusive 
ways: 

   (1°) The first case W,(A). This means a simultaneous occurrence of 
the three events: (i) ly,1 (i = 1,2, •-•, n-2) is non-significant; (ii) E 
Ea; (iii) y„€E,. 

   (2°) The second case W2(A). This means a simultaneous occurrence 
of the four events: (i) 1 yi! (i 1, 2, n — 3) is non-significant ; (ii) y„_, 
E.E0; (iii) Yn-1 E E2 ; (iv) yn EE2. 

   (3°) The third case W 3( A). This means a simultaneous occurrence of 
the four events : (i) 1Y41 (1 1, 2, n— 3) is non-significant ; (ii) y„_2 E Eu ; 
(iii) y._, €E2; (iv) Yn EEI-

   Now it can be readily seen that 
                                              n-2 

(4.081) Pr./Wi(A)1=(1—E.f.3.(i))PoPi, 
                                              4.1 

                                                           n_3 

(4.082) Pr.1W2(A)--EW3(A)t = (1 — fi(i))P4P22 + P2Pi) - 
                                                            I.( 

   Consequently we have, for n> 3, 

    3n-2 

(4.09) fA(n)—E Pr.tWi(A)i =(1—E.f.4(i))PoPi 
     1=1i=i 

                                        n-3 

               4- (1 —E ik(i))P0P2(Pi+ P2) 

       n-2n-3 

               (1—E fA(i))RI(A) + (1—E .t.,1(i))R2(A) 
        t=l1=1 

which will lead us to (4.05), since we have for all n> 4, 

       n-3n—; 

(4.10) fA(n — 1) = (1— Efk(i)) RI(A) + (1 — MO) R2(A). 

   The controlling method associated with this statistical decision rule A 
may be called as the control chart method of the combined type C(1,2), 
while the single use of the condition (AI) corresponds to the usual control 
chart C(1) and that of the condition (A2) to the single use of run of length 2, 
C(2) in the sense different from that of WEILER [4]. The corresponding 
expected values of the numbers of trials attaining their first occurrence 
of significance will be denoted T(1,2), T(1) and T(2) respectively. Now we 
observe
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   Theorem 4. 1. For the statistical decision rule A, the probability that 
our sequence becomes significant is certain, that is, 

(4.11)S(1, 2)7_--E f(n)=1, 

and moreover the relation holds 

         11  (4.12) T(1, nf(n) = 
        n=ip.2211                          P

i+ - -                           1 +P
, T(1) T T(2) 

   Proof : The proof is immediate from Theorem 2.1. 

   [2J Statistical controlling methods CI-j(1, 2), 0-)(1, 2) and C(±)(1, 2). 
Let us define the two statistical decision rules A.(-1 and Ac-) similarly to 
the statistical decision rules A by replacing the conditions (3. 03) ( A1) and 
(A2) by 

(4. 13 ) ( A(,±)) y„ E E,, ; (A<1')) y„_, E Kt., and y„ E 

for the rule A(*), and by 

( 4. 14 ) (A)) y„ E E_,, (A!,-)) y„_, E E_, and y„ E E_,UE_, 

for the rule A(-) respectively. Let us define the probabilistic events EA(,) 
which occurs when and only when (Yil becomes significant according to 
(4.13), and similarly EA -) according to (4.14). Moreover let us define the 
probabilistic event CA(±)= EA(-r) U EA(-) which occurs when and only when I 
becomes significant according either to (4. 13) or to (4. 14) and corresponding 
statistical decision rule Ael--). 

   The controlling methods allied to each of these statistical decision 
rules A(m), A(-) and A'±-) will be denoted by C(1"(1, 2) [al, a2], 0-)(1, 2) 
[—al, —aj and C'±' (1, 2) [al, (22] respectively. 

   Let us denote by T(*)(1, 2), T—(1, 2) and r-±)(1, 2) the expected value 
of numbers of trials attaining the first occurrence of significance in each 
of e.,(1-), EA(-) and eAr-±-) respectively, while the probabilities that our sequence 
Y, becomes significant in each of eAc-t), E.,(-) and EA(+) by S(m)(1, 2), S(-)(1, 2) 

and S(±)(1, 2) respectively. We observe 

    Theorem 4.2. We have 

(4.15)S(1-)(1, 2)=S(-)(1, 2). S'±-)(1, 2) 1, 

(4.16)71(-)(1, 2)1 =1  
             _Pt_1                                    p i_                               1 + P-t-2 T1-)(1) TN")(2) 

(4.17)TN)( 1, 2) =11               1 1 
                             P_`+--                        -1 + P _, T(-)(1)T-)(2)
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and 

(4.18) T(±)(1, 2)—        211.193,11          P
1+    1 ++1+P _2 T(49(1, 2) + T(-)(1, 2) 

   Proof : The event 6,(-1-) is a recurrent probabilistic event as a special 
case of that defined in § 2. Defining k= 2 and 

             R,(A(*.)). (Po+ P-2 + P-1)P11, 
(4.19)              R,(Ae") = (Po + P_2 + P--1)(P1-1+ P-t-2 

we have the functional equation similar to (4.05) to be obtained by re-
placing Rt(A) by R,(A.(19) (i =1, 2) respectively, with the additional con-
ditions 

(4. 201 ) ig-)(1),R,(A(19)(Po+ P_2+ , 

(4. 202) fAc+)(2) = R,(A"9) +R2(A""))(P0+ P-2 + P-1 )-1 

(4.203) fm-t-i(3). (1— P,i)Ri(A(1-)) + R,(A"-)) . 

   In view-of these facts, it is evident that we can obtain S(')(1, 2) =1 
and the formula (4.16) similarly as in the event e.,; it suffices us to replace 
Po, P1 and P2 by P0 + P__L+ P -2 P+1 and P-t-2 respectively. 

   Similar arguments hold true !or 6,(-). 
   The remaining parts of (4.15) and (4.18) can be immediately obtained 

in virtue of Theorem 3.1. 

  § 5. Statistical controlling methods associated with the combined use 
of the runs of lengths 2 and 3 with the usual control chart method . 

   Let al, a2, and a3 be prescribed real numbers such that 0 <a3<a2< 
a,<CO. The set of all real numbers — co <y < 00 is divided into the mutual 
exclusive set E,, E,„ E+2 and E±3 where 

(5.011) E,„=[y; 0 < Y <ad, E_0=[Y, —a3<y�0], 

(5.012) E,,=[y; y>a,], a,] , 

(5.013) E+3= [y; ch<y<a,], E-2 [Y —al<y ad, 

(5.014) E.,3=[y; a3�_y < aj , E-3 [y ; — a2< — ad. 

Let us write also 

(5.015)EJ=Ei-jUE_, (1=0, 1, 2, 3). 

   Let 117,1 (i = 1, 2, 3, be a sequence of independent stochastic varia-
bles each of which is distributed according to the same distribution . Let us 
denote three common probabilities for all 11'41 (i = 1, 2, 3, ) by
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(5.021) Pr.  E  =P+,(j = 0, 1, 2, 3) , 

(5.022)Pr.1Y, E P,, + P_, (j = 0, 1, 2, 3) . 

   [1] Statistical controlling method C(1, 2, 3). The statistical decision 
rule B is defined as follows: A sample yi; of the sequence 1.17,1 is said 
to be significant at the n-th step if either one of the following situations 
happens: 

         (B1) y„ E E (B2) E E2 and y„ E E1U E2, 

(5.03) (B3) Yn -2 E E3 f yn-I E E2UE, and y„ E U E 2U E3 ; 
           (B4) Yn -2 E2 Y.-LE E, and y„ El E2 E,• 

It is to be noted that the three conditions (B,), (B,), (B3) and (B,) of (5.03) 
are not mutually exclusive. A sample 37,1 (i = 1, 2, •-•, n) of the sequence 
117,# is said to be non-significant up to and including the n-th step if there 
is no j in 1 j _<_n at whose step y, l< i s j is significant. A sample 137,1 
of the sequence 11'11 is said to be significant for the first time at the n-th 
step if it is not significant up to and including the (n — 1)-th step and it is 
significant just at the n-th step. 

   Let us define the probabilistic event en which occurs when and only 
when the sequence 1Y,1 becomes significant. Let f„(n) be the probability 
that the sequence 117.11 becomes significant, that is, e„ occurs at the n-th 
step as the first instance in this rule B. Now it is evident that 611 is a re-
current probabilistic event as a special case of that defined in § 2. Defining 
k = 3 and 

(5.041)R,(B)-= PoPL, 

(5.042)R,(B).Po(P2P, + P22 + P 3-P1) 

(5.043)R3(B)=--Po(P2-FP3)2—P22(P1+ P2+ P3), 

we have the functional equation for n> 5, 

(5.05).G(n)=-/-13(n— 1)— E R;-L(B)Mn — j) 
                                                             1=2 

with the additional conditions 

(5.061) f„(1) = 1?,(B)P,;-' , 

(5.062) fc(2) = R,(B) + R3(B) P„--i , 

(5.063) f B(3) = (1 — fis(1))R,(B) + R.,(B) + R,(B)P,,-1 , 

(5.064) f n(4) = (1 —f,(1)— f B(2)) Ri(B) + (1 — f „(1)) R,(B) + R3(B) • 

   Indeed the direct calculation give us (5.061)—(5.064), in view of the 
relations: 

(5. 071 ) L(1) = E E,} ,
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(5. 072) f„( ) = Pr. 1Y, E E„ c E,I 
            + Pr.111, E E21 Pr. tY, E Et UE2I 

(5.073) fi,(3)= Pr.117,-E,IPr.IY,E.E„} Pr. 01-3 E 
            + Pr. Y, E E„1 Pr. 11'2 E E21 Pr. 1Y3 e El E21 

            + (Pr. I Y, c E21 Pr. 117, E E31 Pr. { e E21 

                + E Ed Pr. I Y2 E E„i) Pr.1Y, E 11J E2U E31 

and similarly for f8(4). 
   For n> 5, the occurrences of the significance at the n-th step for the 

first instance are possible exactly in one of the following 13 ways: 
   (1°) The first case W,(B). This means a simultaneous occurrence of 

the three events: (i) y (i = 1, 2, •••, n — 2) is non-significant; (ii) y„_, 
EE„; (iii) yn€Ei. 

   (2°) The second case W,:(B). This means a simultaneous occurrence 
of the four events: (i) I y, ti (i =1, 2, •••, n— 3) is non-significant; (ii) y„„ 
E Eo; (iii) yn-t E E2; (iv) 37/1 E Ei. 

   (3°) The third case W3( B). This means a simultaneous occurrence of 
the four events: (i) (i =1, 2, •••, is — 3) is non-significant; (ii) y„, 
E ED; (iii) Yn--1 E E2; (iv) y0 €E2. 

   (4°) The four case W,(B). This means a simultaneous occurrence of 
the four events: (i) y, (i = 1, 2, •••, n — 3) is non-significant; (ii) Yn-2 E 
ED; (iii) Y11-1 E E3 ( iv ) Yn EE1- 

   Now let us denote each of the conditions apart from (i) of the cases 
W,(B), W,(B). W3(B) and W,(B) symbolically by 

          (1°) W,(B) : 0 1 (3°) W3(B) : 0 2 2 

          (2°) W,(B) : 0 2 1 (4°) W4(B) : 0 3 1. 

   (5°) (13°) The v-th cases (5< v < 13). For each of these cases a si-
multaneous occurrence of the five events is assumed, where the first event 
is common that (i) y (i =1, 2, •••, n-4) is non-significant. The other 
four conditions can be expressed in our symbolical notation exactly as one 
of the following: 

      (5°) 0321  ( 8° ) 0322  (11°) 0323 

                                         (6°) 0231  ( 9° ) 0232  (12°) 0233 

                                           (7°) 0331  (10°) 0332  (13°) 0 3 3 3. 

For example the case (9°) means, in addition to (i), (ii) y._, E E0; Yn-2 
EE2; (iv) .Y.-teE3; (v) Yn E E2- 

   Now it can be readily seen that 

                                           0-2 

(5.081) Pr. W,(B)1.(1 f(i))R,(B) ,
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  (5.082)  Pr.[W,(B)  +  TV3(B)+ VV4(B)1,--EPr.[W,(B)1 
                                                                              n-3 

                                 fn(i))/ZAB), 
                                                                          i=0 

    1313n-4 

  (5.083) PrdE Vii1(B)1=-E Pr.1147j(B)1,-- (1—E f„(i))R,(B). 
     1=51=5i=U 

  Consequently we have, for n>4 

                                 13 

  (5.09) f„(n)=--E Pr.1-147,( B 
                                    J=1 

          4/-2n-3 

               = (1—E fR(i))R,(B)± (1—E .fit(i))R2(B) 
          t=ui=1) 

                                                                           n-4 

                               ± (1—E fs(i))R,(B), 
                                                                           1=1 

  which will lead us to the functional equation (5.05), since we have for 
   n> 5, 

           71-3n-4 

  (5.10) f„(n — 1) = (1—E fB(i))R,(B) + (1—E f„(i))R,(B) 
                                                                                   i=0 

                                                                               n-5 

                                 + (1—E fi,(0)/?,(B). 
                                                                                   i=u 

      The controlling method associated with this statistical decision rule B 
  may be called as the control chart method of the combined type C(1, 2, 3). 

      Theorem 5.1. For the statistical decision rule B, the probability that 
  our sequence 1Y,1 becomes significant is certain, that is, 

  (5.11)S(1, 2, 3) :----EfE(n) = 1, 
                                                                    71=1 

  and more the expected values of the numbers of trials attaining their 
  first occurrence of significance is given by 

   (5. 12) T(1,2,3)-_--s-E nf8(n) 

                           =    1  

                      P22( P232 - P:,2)            P+ 
T,,Dppp                              1 + 1-

23 +22)-I- +A23 1 (p232P22) 

  where we have put 

  (5.13)P23=---P2+P3• 

      Proof : (5. 12) is a special case of (2.19) given in Theorem 2.1, while 

   (5.13) is a direct consequence of (2.20) after a rearrangement of its right-. 
   hand terms. 

      The following observations on our Theorem 3.3 will be of some use 
  in looking into its implications:
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   1) The case when P3=0, that is, ch=a3. Then our C(1, 2, 3) reduces 
to C(1, 2), and (5.12) becomes to be coincident with (4.12) by putting 
P3=0. 

   2) The case when P2= 0, that is, a1= a3. Our C(1, 2, 3) reduces to 
a combined use of lengths 1 and 3, and (5.12) then becomes 

(5.14)T(1, 3) -1p 32•                     P i+ 1 + P
3+ P3' 

   3) The case when P2= P3= 0, that is, a1=m2=a3. Then our C(1, 2, 3) 
is nothing but the usual control chart. 

   4) The case when P1= P3= 0, that is, a2 = a3, and at= 0 . Then our 
C(1, 2, 3) reduces to C(2), and we have 

                                                      2 (5.15)T(2)= _=1-P2                     P2 P2(1 -P2). 
                    1+P2 

   5) The case when P1= P3 = 0, that is, a3 = a1= 00 . Then our C(1, 2. 3) 
reduces to C(3), and we have 

 1 1 - P33 (5.16)               T(3)=P3(1
+ P3 ± Pil) P33(1- P3) 

   [2] Statistical controlling methods 01-'(1, 2, 3), C(---)(1, 2, 3) and 
C(±)(1, 2, 3). Let us define the two statistical decision rules WI"' and B(-) 
similarly to the statistical decision rule B by replacing the sets ED, E1, E. 
and E3 by ED + E_1 + E_3 + E_„ E„,, E„ and E1.3 for the rule Jr" respec-
tively and also by ED + E,+ E,+ Et3i E_,, E_2, and E_3 for the rule 13(-) 
respectively. These rules B(*) and B(-) define the recurrent probabilistic 
events enki-) and Eig--) respectively. Let us define ei3(±) = EB(-1-)U Ej3(-), the joint 
recurrent event of eg1-) and eB(-), and corresponding statistical decision rule 
B(±). 
   The controlling methods allied to each of these statistical decision 
rules B(+), B" and B±) will be denoted by 01-'(1, 2,3), C--)(1, 2, 3) and 
091, 2, 3) respectively. 

   Let us denote by T(1-)(1, 2, 3), r--)(1, 2, 3) and 7"'(1, 2, 3) the expected 
value of numbers of trials attaining the first occurrence of significance in 
each of 613(1-), 58(-), and 5B(±) respectively, while probability of our sequence 
117,1 becomes significant in each of eR(-1-), en(--) and E B(±1 by S(t)(1, 2, 3), 
S(-)(1, 2, 3) and S(±) (1, 2, 3) respectively. We observe 

   Theorem 5.2. We have 

(5.17) .3--.)(1, 2, 3) = S(1-)( 1, 2, 3) ..S(±'(1, 2, 3) = 1
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 1  
(5.18) 7\-"(1, 2, 3) -  

 Pt'P-t 2  +  1  
+  P,,,+  Pi-D  1  +  /3+23  +(P— 

(5.19)r--)(1, 2, 3) =1                      P -2' (P-4 - PP-23                     P
-`1+P -23++1+ P_„+ (P_A- P_;) 

(5.20) T(1, 2, 3) =1         11  ' 

                 T(*)(1, 2, 3) + P--)(1, 2, 3) 

where we have put 

(5.21)P1-23 P1-2 P-1-3 P-23 = P-2 ± P-3 • 

   Proof : The proof is quite similar to that of Theorem 4. 2, appealing 
to Theorem 4. 1 and Theorem 3. 1. 

  § 6. Numerical results on combined uses of WEILER's control limits. 
   Let us consider the case when Yi= ( +Xe+ ••• +XL„)/n-m=Xi-in, 

where Xi; (i = 1, 2, 3, • j= 1, 2, n) are a sequence of mutually in-
dependent stochastic variables each of which is normally distributed in the 
same distribution N(m+ kao, 002). Let us make use of control limits proposed 
by WEILER [4] : 

(6.011)a,=B4O0/17-ii = 3.09 aohrii , 

(6.012)a2=B2ao/1/371=1.85(7„/V n , 

(6. 013)a3= B 3a o I 1/Tz = 1.26 au n 

   Then we can write the probabilities P±, (j = 0, 1, 2, 3). defined in § 5 
[3] as follows : 

(6. 021) P,„=Pr.1Y, E EThol = 0(.133- kl/ n)- 0(0) , 

(6.022) P_u=Pr.117,EE_DI=0(0) - 0(-B3-kv/ n), 

(6. 023) 19,3= E E,31=.0(.132-ki/n)-0(B3-ki/ n), 

(6.024) P_3= E_31 = 0( -B3-ki/n)-0(-13,- Wiz), 

(6.025) P,,,=Pr.111, EE,I=0(Bi- kVi) -0(B2- kr 11), 

(6.026) P_,.Pr.1Y, E.E__2/=0(-B2-kv/n)-0(-B1-k-V;i), 

(6.027) P,I=Pr.tYi EEtil=0(c0)-0(B1-kV-71), 

(6.028) P_, = Pr.111, E.E_i =0(-B1-kVn)-0( — CO )
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where 
                                                                                      •il 

(6.029)0(u) =expi -P/21 dt .                              1/-'27r 

   These probabilities P...., (j = 0, 1, 2, 3) are fundamental in calculating 
the expected values T, and are given in Table 1. (a) and (b) for n = 4 and 
n = 10 respectively. The six Tables 2 are given for comparisons among 
the controlling procedures discussed in § 4 and § 5. It is to be noted that 
the single uses of WEILER'S control limits correspond to those ennunciated 
by C(1-(1), C(-"(2), and C(I-)(3) while the combined ones to those by 01-)(1, 2) 
and 01-'(1, 2, 3). We are giving the controlling methods of the types C and 
0±' for the sake of comparison ; these latter two types seem to be more 
efficient than the type C(-" for other types of alternative hypotheses, as will 
be discussed briefly in the following paragraph. 

                   Table 1. (a) The fundamental probabilities Pi-j 
                            n = 4, Bt = 3.09, B2 = 1.85. B3 = 1.26 

                                                                                                                                                                                              __- 

  kP-3P-1IP_0P1-0P-I-1P-1-2Pt3 
    0.00.0717 0.0312 0.0010 0.3962 I 0.3962 0.0010 • 0.0312 0.0717 
    0.20.0362 I 0.0120 0.0002 0.2961 0.4605 0.0036 0.0700 0.1214 
    0.40.0157 0.0040 0.0001 0.1922 0.4654 0.0110 0.1358 0.1759 

    0.60.0058 0.0011 0.0000 0.1081 0.4089 0.0294 0.2285 I 0.2182 
    0.80.0018 0.0003 0.0000 0.0527 4 0.3121 0.0681 0.3332 0.2318 

    1.00.0005 0.0001 0.0000 0.0222 0.2069 0.1379 0.4218 0.2107 

    1.20.0001 0.0000 0.0000 I 0.0081 I 0.1189 0.2451 0.4637 0.1640 
    1.40.0000 0.0000 0.0000 0.0025 0.0592 0.3859 0.4430 0.1093 

    1.60.0000 0.0000 0.0000 I 0.0007 0.0255 0.5438 0.3677 0.0623 
    1.80.0000 0.0000 i 0.0000 0.0002 0.0095 0.6950 0.2650 0.0304 

    2.00.0000 0.0000 j 0.0000 0.0000 0.0030 0.8186 • 0.1656 0.0127  

                  Table 1. (b) The fundamental probabilities Pi-j 
                            n=10, B1=3.09, B2 = 1.85, B =1.26 

         P-3 I  P-2 P_1 i PPt.P-1-1 I' P-1-2 I P-1-3 
    0.00.0717 i 0.0312 0.0010 0.3962 0.3962 0.0010 0.0312 0.0717 

    0.20.0227 0 .0064 0.0001 0.2344 0.4713 0.0070 0.1046 0.1534 

    0.40.0049 0.0009 0.0000 0 .0972 0.3951 0.0340 0.2453 0.2227 

    0.60.0007 0.0001 0.0000 0 .0281 0.2331 0.1164 0.4023 0.2192 

    0.80.0001 0.0000 0.0000 0 .0056 0.0963 0.2877 0.4640 0.1462 

    1.00.0000 0.0000 0.0000 0.0008 0.0278 I 0.5287 0.3765 0.0662 
    1.20.0000 0.0000 0.0000 0.0001 0.0055 I 0.7596 0.2145 0.0203 

    1.40.0000 0.0000 0.0000 0.0000 0.0008 0.9094 0.0856 0.0042 

    1.60.0000 0.0000 0.0000 0.0000 0.0001 0.9756 0.0238 0.0006 

    1.80.0000 i 0.0000 I 0.0000 0.0000 0.0000 0.9954 0.0046 0.0001 
    2.00.0000 . 0.0000 0.0000 , 0.0000 0 .0000 0.9994 0.0006 0.0000
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  Table  2.1. (a) The expected value of numbers of sample attaining 
                the first occurrence of significance for the controlling 

                procedure of the type C (n = 4) 

k I  T(1) T(2) T(3)  1  T(1, 2)  T(1, 2, 3)  
0.0499.50257.33111.65 I 176.7787.15 
0.2 I 245.52147.6469.39 ! 97.6554.29 
0.490.41 i 50.5524.90  35.4421.81 
0.6 I 34.03 i 18.77  8.87 : 13.849.49 
0.8 i 14.688.693.906.605.06 

1.07.254.982.183.80 ! 3.23 
1.24.083.401.502.552.35 
1.42.592.66 I 1.211.921.85 
1.61.84 I 2.301.081.561.54 
1.8i1.442.131.031.331.33 
2.0 I  1.22  2.05 i 1.01  j 1.19 , 1.19  

  Table 2.1. (b) The expected value of numbers of sample attaining 
                the first occurrence of significance for the controlling 

                procedure of the type C (n = 10) 
k T(1) T(2) T(3)  I  T(1. 2)  I  T(1, 2, 3)  
00.499.50 I 257.33111.65176.7787.15 
0.2141.14 I 80.11 I 39.2554.9932.25 
0.429.40 I 16.317.6412.108.44 
0.68.595.642.484.313.57 

0.83.48 i 3.101.382.302.16 

1.01.892.321.091.581.56 
1.21.322.081.021.251.25 

1.41.102.021.001.091.09 

1.61.032.001.001.021.02 

1.81.002.00 i 1.001.00 II 1.00 
2.01.002.00 , 1.00 i 1.00 i 1.00  

  Table 2.2. (a) The expected value of numbers of sample attaining 
                 the first occurrence of significance for the controlling 

                 procedure of the type C(±) (n = 4) 

k T(±) (1) T(±)(2)  T(±)(3) T(±) (1, 2)  T(±)(1, 2, 3) 

0.0499.50 : 499.00497.81257.42 i 181.03 
0.2262.47192.90163.59117.2971.89 

0.490.4153.1342.4336.6023.81 

0.634.03 I 18.92 I 15.7813.919.67 
0.814.688.7014.396.61 j 5.07 
1.07.254.985.173.803.23 

1.2 I 4.083.40 i 3.962.552.35 
1.42.59 : 2.663.411.92 I 1.85 
1.61.84 , 2.303.16 i 1.56 I 1.54 
1.81.44  2.13 . 3.061.33 i 1.33 
2.01.222.05 ' 3.02 i 1.191.19
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  Table 2. 2. (b) The expected value of numbers of sample attaining 
                the first occurrence of significance for the controlling 

               procedure of the type C± (n = 4) 

k  I  T(±)(1)  T(±)(2) I T(±)(3)  .. T('-'-')(1, 2)  T(±)(1,  2, 3) 
0.0499.50499.00497.81253.47181.03 

0.2141.1488.9071.6258.7053.43 

0.429.4016.4013.8712.158.57 

0.68.595.645.684.313.58 
0.83.483.10 ' 3.732.302.16 

1.01.892 323.181.581.56 
1.21.322.083.031.251.25 

1.41.102.023.001.091.09 

1.61.032.003.001.021.02 
1.81.002.003.001.001.00 

2.0 I 1.002 003.001.001.00  

  Table 2.3, (a) The expected value of numbers of sample attaining 
                 the first occurrence of significance for the controlling 

               procedure of the type C(19 (n = 4) 

k T(1")(1) i Te"(2)  T“')(3) I 7(-t)(1, 2)  T"")(1, 2. 3) 
0.0999.00998.00 i 995.63514.83362.06 

0.2279.96198.53166 54122.7679 78 

0.490.8253.1742.4436.6923.85 

0.634.0418.9215.78 I 13.919.67 
0.814.688.7014.39 I 6.615.07 
1.07.254.985.173.803.23 

1.24 083.403.962.552.35 

1.42.59 I 2.663.411.921.85 
1.61.842.30 1 3.161.56 t1.54 
1.81.442.13 i 3.061.331.33 

2.01.22 I 2.05 j 3.021.191.19  

  Table 2.3. (b) The expected value of numbers of sample attaining 
                the first occurrence of significance for the controlling 

                procedure of the type Co-) (n = 10) 

k T(*)(1)  •  T(19(2) j 7"-)(3) i T(')(1, 2)  T(*)(1, 2, 3) 
0.0999.00998.00995.63514.83362 06 

0.2143.1489.24 j 71.7559.1953.90 

0.429.4116.40 i 13.8712.158.57 
0.68.59 f 5.645.684 .313.58 
0.83.483 .103.73 I 2.302.16 
1.01.892.32 4 3 181 .581.56 
1.21.322.083.031 .251.25 

141.102.02 i 3.001 .091.09 
1.61.03 i 2.00 j 3.001 .021.02 
1.81.002.003.00 1 1.001 .00 

2.0 1.00 I. 2.00 I 3.00 i 1.001.00
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 § 7. Examples of various statistical procedures and the powers of 
the allied controlling methods. Our method enunciated hither to can 
be applied to various statistical procedures, and in this paragraph we shall 
be concerned with the mutual comparisons of some simple combined uses 
of runs with the usual control chart method, with special reference to the 

 3a-method. In view of the classical theory of testing of statistical inferences, 
it may be natural to consider the situation corresponding to the null hypothe-
sis and those corresponding to the alternative ones. In what follows let us 
assume that our population to be sampled is distributed in a normal distribu-
tion N(e, 02). 

   Let our null hypothesis be Ho: = m, 02 = 002, where m and au' are given 
numbers. On the other hand we shall be concerned with the two types of 
alternative ones: One is 

(7.01)Hk: e =m ±kao, 02 = C2, 0<k<co , 

while the other is 

(7.02) 02 = /2 002 , 1>1. 

   The expected values of numbers of numbers of trials attaining the first 
occurrences of recurrent probabilistic event E respectively under the hy-
potheses Ho, Hk and H1. will be denoted by 710, Tic, and To respectively. 
For each of the controlling methods C(1), C(2), C(1, 2), C(±)(2) and 0±)(1, 2) 
these T will denoted by (T „(1), T k(1), T 0(1)), (T „(2), T,(2) , T 0(2)), (T0(1, 2), 
T,(1, 2), T1.(1, 2)), (T, (2), Tr-(2), T±i.(2)) and (Tir-(1, 2), TP(1,2), Ti-;.(1, 2)) 
respectively, and similarly for other methods. Our method of comparing 
the powers of controlling methods with each other is to compare Ti', or 
T-1., according to which of alternative ones are our concerns, under the 
condition TV are constants for all concurrent controlling methods. 

   Let us consider (I) the usual 3a-method, which can be denoted by 
C(1)[3.000] in our notation, which yields us TiT' =P1=0.00270. In com-
parison with this 3 c-method, let us now consider the following four con-
trolling methods 

(7. 03) (II) C(1, 2)[3.205, 2.067] , (III) 0-'(1, 2)[3.205, 1.927] , 

      (IV) C(2)[1.932],(V) C±(2)[1.781], 

for each of which the condition To' = 0.00270 is nearly satisfied. It is also 
to be noted that each pair of two constants a„ a2 is so determined as to 
satisfy : P1= P2(1+ P2)-' for (II) and P1= 2P1-22(1 + PI-2)-1 for (III) respec-
tively, under the hypothesis Ho. 

   The following Tables 3. 1 and 3. 2 show the relative powers of these 
five controlling methods.
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            Table 3.1. Tk([X1)-1 The reciprocal number of the expected value 
           of numbers of trials for attaining the first occurrence of the event 
           in the control method [X] under the hypothesis Hk 

    k(I) (II)(Ill) I (IV)(V) 

  -  

      0.00.00270 0.00270 0.00270 0.00270 0.00270 

      0.20 00324 0.00327 0.00360 0.00320 0.00362 

      0.40 00500 0.00524 0.00625 0.00492 0.00667 
      0.60.00836 0.00930 0.01176 0.00860 0.01269 

      0.80.01398 0.01662 0.02135 0 01539 0.02297 

      1.00.02278 0.03671 0.03659 0.02772 0.03786 

      1.20.03594 0.04746 0.05921 0.04401 0.06149 
      1.40.05480 0.07427 0.09051 0.06833 0.09147 

      160.08076 0.11018 0.13080 0.10000 0.12837 

       1.80.11507 0.15537 0.18439 0.13839 0.17089 
      2.00.15866 0.20905 0.23581 0.18196 0.21692 

             Table 3. 2. Tr*U.X1)-1 The reciprocal number of the expected value 
           of numbers of trials for attaining the first occurrence of the event 
           in the control method [X] under the hypothesis He. 

     I(I)(II) I (III) I  (IV)(V) 
       1 00 0.00270 0.00270 I 0.00270 0.00270 0.00270. 

       1.25 I 0.01640 0.01743 0.01636 0.01329 0.01063 
       1.50 . 0.04550 0.04835 0.04487 0.03265 0.02468 

       1.75 0.08653 0.09190 0.08591 J 0.05725 I 0.04127 
       2.00 0.13361 0.13982' 0.13190 II 0.08364 0.05461 
       2.25 0.18220 • 0.18890 0.17967 0.10959 0.07556   

• 2.50 0.23014 0.23602 0.22601 0 13420 0.09037 
      2.75 0.27571 0.27958 0.26928 0.15748 0.10619 
       3.00 1 0.31731 0.32049 . 0.310300.17765 0.11959 

                                               The numbers in bracket in each column of these Tables show the 
decreasing order of the number in the same row in each Table. In view 
of these Tables we observe : 

   1) For controlling shift of population mean from m to m± lot, under 
the constant variance 02 -= ae, the method [V] = 0±-)( 2 )[1.781] is the most 
powerful one among the five methods in our present concern until k =1.4, 
which is replaced by the method [III]=0±)(1, 2) [3.205, 2.067] from k = 1.6 
to 2.0. There exist no reasons for adovocating these of the methods [I] 
and [IV]. 

   2) For controlling change of population variance from ag to 120:, the 
method [II] = C(1, 2)[3.205, 2.067] is definitely the most powerful among 
the five methods in our present concern while the methods (V) and (IV) 
are the two weakest.



The Combined Use of Runs in Statistical Quality Controls45

   3) In order to control both a  shift of population mean and a change 
of population variance, it will be advised to appeal to C(±)(1, 2)[3.205, 1.927]. 
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