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Abstract
In this paper we consider a Hankel determinant formula for generic solutions of the Painlevé II equation. We

show that the generating functions for the entries of the Hankel determinants are related to the asymptotic solution
at infinity of the linear problem of which the Painlevé II equation describes the isomonodromic deformations.

1 Introduction

The Painlev́e II equation (PII),
d2u

dx2
= 2u3 − 4xu + 4

(
α +

1
2

)
, (1)

whereα is a parameter, is one of the most important equations in the theory of nonlinear integrable systems.
It is well-known that PII admits unique rational solution whenα is a half-integer, and one-parameter family of
solutions expressible in terms of the solutions of the Airy equation whenα is an integer. Otherwise the solution is
non-classical [12, 13, 15].

The rational solutions for PII(1) are expressed as logarithmic derivative of the ratio of certain special polyno-
mials, which are called the “Yablonski-Vorob’ev polynomials”, [16, 17]. Yablonski-Vorob’ev polynomials admit
two determinant formulas, namely, Jacobi-Trudi type and Hankel type. The latter is described as follows: For each
positive integerN , the unique rational solution forα = N + 1/2 is given by

u =
d

dx
log

σN+1

σN
,

whereσN is the Hankel determinant

σN =

∣∣∣∣∣∣∣∣∣

a0 a1 · · · aN−1

a1 a2 · · · aN

...
...

. ..
...

aN−1 aN · · · a2N−2

∣∣∣∣∣∣∣∣∣
,

with an = an(x) being polynomials defined by the recurrence relation

a0 = x, a1 = 1,

an+1 =
dan

dx
+

n−1∑

k=0

ak an−1−k.
(2)
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The Jacobi-Trudi type formula implies that the Yablonski-Vorob’ev polynomials are nothing but the special-
ization of the Schur functions [9]. Then, what does the Hankel determinant formula mean? In order to answer this
question, a generating function foran is constructed in [5]:

Theorem 1.1 [5] Let θ(x, t) be an entire function of two variables defined by

θ(x, t) = exp
(
2t3/3

)
Ai(t2 − x), (3)

whereAi(z) is the Airy function. Then there exists an asymptotic expansion

∂

∂t
log θ(x, t) ∼

∞∑
n=0

an(x) (−2t)−n, (4)

ast →∞ in any proper subsector of the sector| arg t| < π/2.

This result is quite suggestive, because it shows that the Airy functions enter twice in the theory of classical
solutions of the PII:

(i) in the formula [3]

u =
d

dx
log Ai

(
21/3x

)
, α = 0.

the one parameter family of classical solutions of PII for integer values ofα is expressed by Airy functions,

(ii) in formulae (3), (4) the Airy functions generate the entries of determinant formula for the rational solutions.

In this paper we clarify the nature of this phenomenon. First, we reformulate the Hankel determinant formula
for generic, namely non-classical, solutions of PII already found in [10, 11]. We next construct generating functions
for the entries of our Hankel determinant formula. We then show that the generating functions are related to the
asymptotic solution at infinity of the isomonodromic problem introduced by Jimbo and Miwa [6].

This result explains the appearance of the Airy functions in Theorem 1.1. In fact, for rational solutions of PII,
the asymptotic solution at infinity of the isomonodromic problem is indeed constructed in terms of Airy functions
[7, 8, 14].

We expect that the generic solutions of the so-called Painlevé II hierarchy [1, 2, 4] should be expressed by some
Hankel determinant formula. Of course the generating functions for the entries of Hankel determinant should be
related to the asymptotic solution at infinity of the isomonodromic problem for the Painlevé II hierarchy. We also
expect that the similar phenomena can be seen for other Painlevé equations. We shall discuss these generalizations
in future publications.

AcknowledgmentsThe authors thank Prof. H. Sakai for informing them of references [7, 8]. They also thank
Prof. K. Okamoto for discussions and encouragement. M.M. acknowledges the support from the Engineering and
Physical Sciences Research Council Fellowship #GR/S48424/01. K.K. acknowledges the support from the scien-
tist exchange program between Japan Society for the Promotion of Science and Australian Academy of Science
#0301002 and the JSPS Grant-in-Aid for Scientific Research (B) #15340057.

2 Hankel Determinant Formula and Isomonodromy Problem

2.1 Hankel Determinant Formula

We first prepare the Hankel determinant formula for generic solutions for PII (1). To show the parameter depen-
dence explicitly, we denote equation (1) as PII[α]. The formula is based on the fact that theτ functions for PII
satisfy the Toda equation,

σ′′nσn − (σ′n)2 = σn+1σn−1, n ∈ Z, ′ = d/dx. (5)

Puttingτn = σn/σ0 so that theτ function is normalized asτ0 = 1, equation (5) is rewritten as

τ ′′nτn − (τ ′n)2 = τn+1τn−1 − ϕψτ2
n, τ−1 = ψ, τ0 = 1, τ1 = ϕ, n ∈ Z. (6)

Then it is known thatτn can be written in terms of Hankel determinant as follows [11]:
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Proposition 2.1 Let{an}n∈N, {bn}n∈N be the sequences defined recursively as

an = a′n−1 + ψ
∑

i+j=n−2
i,j≥0

aiaj , bn = b′n−1 + ϕ
∑

i+j=n−2
i,j≥0

bibj , a0 = ϕ, b0 = ψ. (7)

For anyN ∈ Z, we define Hankel determinantτN by

τN =





det(ai+j−2)i,j≤N N > 0,
1, N = 0,
det(bi+j−2)i,j≤|N | N < 0.

(8)

ThenτN satisfies equation (6).

Since the above formula involves two arbitrary functionsϕ andψ, it can be regarded as the determinant formula
for general solution of the Toda equation. Imposing appropriate conditions onϕ andψ, we obtain determinant
formula for the solutions of PII:

Proposition 2.2 Letψ andϕ be functions inx satisfying

ψ′′

ψ
=

ϕ′′

ϕ
= −2ψϕ + 2x, (9)

ϕ′ψ − ϕψ′ = 2α, (10)

Then we have the following:

(i) u0 = (log ϕ)′ satisfies PII[α].

(ii) u−1 = −(log ψ)′ satisfies PII[α− 1].

(iii) uN =
(
log τN+1

τN

)′
, whereτN is defined by equation (8), satisfies PII[α + N ].

Proof. (i) and (ii) can be directly checked by using the relations (9) and (10). Then (iii) is the reformulation of
Theorem 4.2 in [10].

2.2 Riccati Equations for Generating Functions

Consider the generating functions for the entries as the following formal series

F∞(x, t) =
∞∑

n=0

an(x) t−n, G∞(x, t) =
∞∑

n=0

bn(x) t−n. (11)

It follows from the recursion relations (7) that the generating functions formally satisfy the Riccati equations. In
fact, multiplying the recursion relations (7) byt−n and take the summation fromn = 0 to∞, we have:

Proposition 2.3 The generating functionsF∞(x, t) andG∞(x, t) formally satisfy the Riccati equations

t
∂F

∂x
= −ψF 2 + t2F − t2ϕ, (12)

t
∂G

∂x
= −ϕG2 + t2G− t2ψ, (13)

respectively.

SinceF∞ andG∞ are defined as the formal power series aroundt ∼ ∞, it is convenient to derive the differential
equations with respect tot. In order to do this, the following auxiliary recursion relations are useful.

Lemma 2.4 Under the condition (9) and (10),an andbn (n ≥ 0) satisfy the following recursion relations,

(ψan+2 − ψ′an+1)
′ = 2(n + 1)ψan, (14)

(ϕbn+2 − ϕ′bn+1)
′ = 2(n + 1)ϕbn, (15)

respectively.
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We omit the details of the proof of Lemma 2.4, because it is proved by straight but tedious induction. Multiplying
equations (14) and (15) byt−n and taking summation overn = 0 to ∞, we have the following differential
equations forF∞ andG∞:

Lemma 2.5 The generating functionsF∞ andG∞ formally satisfy the following differential equations,

2ψt
∂F

∂t
= t(ψ′ − tψ)

∂F

∂x
+ (ψ′′t− ψ′t2 + 2ψ)F + t2(ψϕ′ + ψ′ϕ), (16)

2ϕt
∂G

∂t
= t(ϕ′ − tϕ)

∂G

∂x
+ (ϕ′′t− ϕ′t2 + 2ϕ)G + t2(ψϕ′ + ψ′ϕ), (17)

respectively.

Eliminatingx-derivatives from equations (12), (16), and equations (13), (17), respectively, we obtain the Riccati
equations with respect tot:

Proposition 2.6 The generating functionsF∞ andG∞ formally satisfy the following Riccati equations,

2t
∂F

∂t
= −(ψ′ − tψ)F 2 +

(
ψ′′

ψ
t + 2− t3

)
F + t2(ϕ′ + tϕ), (18)

2t
∂G

∂t
= −(ϕ′ − tϕ)G2 +

(
ϕ′′

ϕ
t + 2− t3

)
G + t2(ψ′ + tψ), (19)

respectively.

2.3 Isomonodromic Problem

The Riccati equations forF∞ equations (12) and (18) are linearized by standard technique, which yield isomon-
odromic problem for PII. It is easy to derive the following theorem from the Proposition 2.3 and 2.6:

Theorem 2.7 (i) It is possible to introduce the functionsY1(x, t), Y2(x, t) consistently as

F∞(x, t) =
t

ψ

(
1
Y1

∂Y1

∂x
+

t

2

)
=

2t

ψ′ − tψ

[
1
Y1

∂Y1

∂t
+

1
4

(
ψ′′

ψ
− t2

)]
, (20)

Y2 =
1
ψ

(
∂Y1

∂x
+

tY1

2

)
. (21)

ThenY1 andY2 satisfy the following linear system forY =
(

Y1

Y2

)
:

∂

∂t
Y = AY, A =




t2

4
− z

2
− x

2
−ψ

2
(t + u−1)

1
ψ

{
(u−1 − t)

z

2
+ α

}
− t2

4
+

z

2
+

x

2


 , (22)

∂

∂x
Y = BY, B =



− t

2
ψ

z

ψ

t

2


 , (23)

wherez = −ψϕ.

(ii) Similarly, it is possible to introduce the functionsZ1(x, t), Z2(x, t) consistently as

G∞(x, t) =
t

ϕ

(
1
Z1

∂Z1

∂x
+

t

2

)
=

2t

ϕ′ − tϕ

[
1
Z1

∂Z1

∂t
+

1
4

(
ϕ′′

ϕ
− t2

)]
, (24)

Z2 =
1
ϕ

(
∂Y1

∂x
+

tY1

2

)
. (25)
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ThenZ1 andZ2 satisfy the following linear system forZ =
(

Z1

Z2

)
:

∂

∂t
Z = CZ, C =




t2

4
− z

2
− x

2
−ϕ

2
(t− u0)

− 1
ϕ

{
(u0 + t)

z

2
+ α

}
− t2

4
+

z

2
+

x

2


 , (26)

∂

∂x
Z = DY, D =



− t

2
ϕ

z

ϕ

t

2


 . (27)

Remark 2.8 The linear systems (22), (23) and (26), (27) are the isomonodromic problems for PII[α − 1] and
PII[α], respectively [6]. For example, compatibility condition for equations (22) and (23), namely,

∂A

∂x
− ∂B

∂t
+ [A,B] = 0,

gives 



dz

dx
= −2u−1z − 2α,

du−1

dx
= u2

−1 − 2z − 2x,

u−1 = − 1
ψ

dψ

dx
,

(28)

which yields PII[α − 1] for u−1. This fact also guarantees the consistency of two expressions forF∞ in terms of
Y1 in equation (20). Similar remark holds true forG∞ andZ1.

Remark 2.9 F∞ andG∞ are also expressed as,

F∞ = t
Y2

Y1
, G∞ = t

Z2

Z1
, (29)

respectively. Conversely, it is obvious that for any solutionY1 andY2 for the linear system (22) and (23),F =
tY2/Y1 satisfies the Riccati equations (12) and (18) (Similar forG).

Remark 2.10 Theorem 1.1 is recovered by puttingψ = 1, ϕ = x.

Remark 2.11 Y1 can be formally expressed in terms ofan by using equation (20) as

Y1 = const.× exp
(

1
12

t3 − x

2
t

)
t−α exp

[
1
2

∞∑
n=1

ψan+1 − ψ′an

n
t−n

]
. (30)

which coincides with known asymptotic behavior ofY1 aroundt ∼ ∞ [6].

3 Solutions of Isomonodromic Problems and Determinant Formula

In the previous section we have shown that the generating functionsF∞ andG∞ formally satisfy the Riccati
equations (12,18) and (13,19), and that their linearization yield isomonodromic problems (22, 23) and (26,27)
for PII. Now let us consider the converse. We start from the linear system (22) and (23). We have two linearly
independent solutions aroundt ∼ ∞, one of which is related withF∞(x, t). Then, what is another solution? In
fact, it is well-known that linear system (22) and (23) admit the formal solutions aroundt ∼ ∞ of the form [6],

Y (1) =

(
Y

(1)
1

Y
(1)
2

)
= exp

(
t3

12
− xt

2

)
t−α

[(
1
0

)
+

(
y
(1)
11

y
(1)
21

)
t−1 +

(
y
(1)
12

y
(1)
22

)
t−2 + · · ·

]
, (31)

Y (2) =

(
Y

(2)
1

Y
(2)
2

)
= exp

(
− t3

12
+

xt

2

)
tα

[(
0
1

)
+

(
y
(2)
11

y
(2)
21

)
t−1 +

(
y
(2)
12

y
(2)
22

)
t−2 + · · ·

]
. (32)
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From Remark 2.9 we see that there are two possible power-series solutions for the Riccati equation (18) of the
form,

Y (1) → F (1) = t
Y

(1)
2

Y
(1)
1

= t
y
(1)
21 t−1 + · · ·

1 + y
(1)
11 t−1 + · · ·

= c0 + c1t
−1 + · · · , (33)

Y (2) → F (2) = t
Y

(2)
2

Y
(2)
1

= t
1 + y

(2)
21 t−1 + · · ·

y
(2)
11 t−1 + · · ·

= t2(d0 + d1t
−1 + · · · ). (34)

The above two possibilities of power-series solutions for the Riccati equations are verified directly as follows:

Proposition 3.1 The Riccati equation (18) admits only the following two kinds of power-series solutions around
t ∼ ∞:

F (1) =
∞∑

n=0

cn t−n, F (2) = t2
∞∑

n=0

dn t−n. (35)

Proof. We substitute the expression,

F = tρ
∞∑

n=0

cn t−n, (36)

for some integerρ to be determined, into the Riccati equation (18). We have:

∞∑
n=0

2(ρ− n)cntρ+1−n =
∞∑

n=0

ψ′
(

n∑

k=0

ckcn−k

)
t2ρ−2n −

∞∑
n=0

ψ

(
n∑

k=0

ckcn−k

)
t2ρ+1−2n

+
∞∑

n=0

(
ψ′′

ψ
+ 2

)
cntρ−n −

∞∑
n=0

cntρ+3−n + t2(ϕ′ + tϕ)

The leading order should be one oft2ρ+1, tρ+3 andt3. Investigating the balance of these terms, we haveρ = 0 or
ρ = 2.

We also have the similar result for the solution of the Riccati equation (19):

Proposition 3.2 The Riccati equation (19) admits only the following two kinds of power-series solutions around
t ∼ ∞:

G(1) =
∞∑

n=0

en t−n, G(2) = t2
∞∑

n=0

fn t−n. (37)

It is obvious thatF (1) andG(1) are nothing but our generating functionsF∞ andG∞, respectively. Then, what
areF (2) andG(2)? In the following, we present two observations regarding this point. First, there are unexpectedly
simple relations among those functions:

Proposition 3.3 The following relations holds.

F (2)(x, t) =
t2

G(1)(x,−t)
, G(2)(x, t) =

t2

F (1)(x,−t)
. (38)

Proof. SubstituteF (x, t) = t2

g(x,t) into equation (18). This gives equation (19) forG(x, t) = g(x,−t) by using

the relation (9). Choosingg(x, t) = G(1)(x, t), F (x, t) must beF (2)(x, t), since its leading order ist2. We obtain
the second equation by the similar argument.

Second,F (2)(x, t) andG(2)(x, t) are also interpreted as generating functions of entries of Hankel determinant
formula for PII. Recall that the determinant formula in Proposition 2.1 is for theτ sequenceτn = σn/σ0 so that
it is normalized asτ0 = 1. We show thatF (2)(x, t) andG(2)(x, t) correspond to different normalizations ofτ
sequence:
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Proposition 3.4 Let

F (2)(x, t) = − t2

ψ2

∞∑
n=0

dn (−t)−n, (39)

G(2)(x, t) = − t2

ϕ2

∞∑
n=0

fn (−t)−n, (40)

be formal solutions of the Riccati equations (12),(18) and (13), (19), respectively. We put

κ−n−1 = det(di+j)i,j=1,...,n (n > 0), κ−1 = 1, (41)

θn+1 = det(fi+j)i,j=1,...,n (n > 0), θ1 = 1. (42)

Thenκn andθn are related toτn as

κn =
τn

ψ
=

τn

τ−1
(n < 0), (43)

θn =
τn

ϕ
=

τn

τ1
(n > 0). (44)

To prove Proposition 3.4, we first derive recurrence relations that characterizedn andfn. By substituting equations
(39) and (40) into the Riccati equations (12) and (13), respectively, we easily obtain the following lemma:

Lemma 3.5 (i) d0 andd1 are given byd0 = −ψ andd1 = ψ′, respectively. Forn ≥ 2, dn are characterized
by the recursion relation,

dn = d′n−1 +
1
ψ

n−2∑

k=2

dkdn−k, d2 =
ψ′′ψ − (ψ′)2 + ϕψ3

ψ
. (45)

(ii) f0 andf1 are given byd0 = −ϕ andd1 = ϕ′, respectively. Forn ≥ 2, fn are characterized by the recursion
relation,

fn = f ′n−1 +
1
ϕ

n−2∑

k=2

fkfn−k, f2 =
ϕ′′ϕ− (ϕ′)2 + ϕ3ψ

ϕ
. (46)

Proof of Proposition 3.4.Consider the Toda equations (5) and (6). Let us put

τ̃n =
σn

σ−1
=

τn

τ−1
(47)

so thatτ̃−1 = 1. Then it is easy to derive the Toda equation forτ̃n:

τ̃ ′′n τ̃n − (τ̃ ′n)2 = τ̃n+1τ̃n−1 − ψ′′ψ − (ψ′)2 + ϕψ3

ψ2
τ̃2
n, (48)

τ̃−2 =
ψ′′ψ − (ψ′)2 + ϕψ3

ψ
, τ̃−1 = 1, τ̃0 =

1
ψ

. (49)

We have the determinant formula forτ̃n as,

τ̃n =





det(ãi+j−2)i,j≤n+1 n > 0,
1, n = 0,

det(b̃i+j−2)i,j≤|n|−1 n < 0,
, (50)

ãn = ã′n−1 +
ψ′′ψ − (ψ′)2 + ϕψ3

ψ

∑
i+j=n−2

i,j≥0

ãiãj , ã0 =
1
ψ

, (51)

b̃n = b̃′n−1 +
1
ψ

∑
i+j=n−2

i,j≥0

b̃ib̃j , b̃0 =
ψ′′ψ − (ψ′)2 + ϕψ3

ψ
. (52)
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Now it is obvious from Lemma 3.5 that

dj = b̃j−2 (j ≥ 2), κn = τ̃n (n < 0), (53)

which proves equation (41). Equation (42) can be proved in similar manner.

We finally remark that the mysterious relations among theτ functions and the solutions of isomonodromic
problem in Proposition 3.3 and 3.4 should eventually originate from the symmetry of PII, but their meaning is not
sufficiently understood yet.
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Phys., 37:4693–4704, 1996.

[10] K. Kajiwara and T. Masuda. A generalization of the determinant formulae for the solutions of the Painlevé II
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