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#### Abstract

In this paper, we propose an estimator of the correlation dimension of the skelton for chaotic system with dynamic noise and prove the consistency of the estimator under some assumptions.
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## 1 Introduction

We consider trajectory $\left\{X_{t}\right\}_{t=1,2, \ldots, N}$ generated from

$$
\begin{equation*}
X_{t}=F\left(X_{t-\tau}, X_{t-2 \tau}, \ldots, X_{t-d \tau}\right)+\varepsilon_{t} \tag{1.1}
\end{equation*}
$$

where $F: \mathbf{R}^{d} \rightarrow \mathbf{R}$ is unknown non-linear function such that $\left\{Y_{t}\right\}$ is ergodic where $Y_{t}=F\left(Y_{t-1}, Y_{t-2}, \ldots, Y_{t-d}\right), d$ and $\tau$ are unknown positive integers called embedding dimension and delay time, respectively. $\varepsilon_{t}$ 's are random variables on the probability space $\left(\Omega^{\prime}, \mathcal{F}^{\prime}, \mathcal{E}\right)$, where $E\left[\varepsilon_{t} \mid \mathcal{A}_{1}^{t-1}(X)\right]=0$, almost surely, and $E\left[\varepsilon_{t}^{2} \mid \mathcal{A}_{1}^{t-1}(X)\right]=\sigma^{2},(\sigma>0)$, almost surely, where $\mathcal{A}_{s}^{t}(X)$ denotes the sigma algebra generated by $\left(X_{s}, \ldots, X_{t}\right)$. $\left\{\varepsilon_{t}\right\}$ is called dynamic noise. Model (1.1) may be represented as

$$
\begin{equation*}
\mathbf{X}_{t}=\mathbf{F}\left(\mathbf{X}_{t-\tau}\right)+\mathbf{e}_{t} \tag{1.2}
\end{equation*}
$$

where $\mathbf{F}(\mathbf{x})={ }^{t}\left(F(\mathbf{x}), x_{1}, \ldots, x_{d-1}\right)$ for $\mathbf{x}={ }^{t}\left(x_{1}, x_{2}, \ldots, x_{d}\right), \mathbf{X}_{t}={ }^{t}\left(X_{t}, X_{t-\tau}, \ldots\right.$, $\left.X_{t-(d-1) \tau}\right)$, and $\mathbf{e}_{t}={ }^{t}\left(\varepsilon_{t}, 0, \ldots, 0\right)$. Then we consider

$$
\begin{equation*}
\mathbf{Y}_{t}=\mathbf{F}\left(\mathbf{Y}_{t-1}\right) \tag{1.3}
\end{equation*}
$$

where $\mathbf{Y}_{t}={ }^{t}\left(Y_{t}, Y_{t-1}, \ldots, Y_{t-d+1}\right)$.
We refer to model (1.3) as the skeleton of model (1.2). Moreover, we consider a dynamical system $(\Omega, \mathcal{F}, \mu, \mathbf{F})$, where $\Omega \subseteq \mathbf{R}^{d}$ is closed, $\mathcal{F}$ is the completion of the Borel

[^0]$\sigma$-field with respect to $\mu$, and $\mu$ is an invariant measure, i.e. $\mu\left(\mathbf{F}^{-1} A\right)=\mu(A)$ for $A \in \mathcal{F}$. We propose to estimate the correlation dimension of its skeleton which is defined as follows.

Putting

$$
C(r)=\iint_{\Omega \times \Omega} I\left(\left\|\mathbf{y}_{1}-\mathbf{y}_{2}\right\| \leq r\right) d \mu\left(\mathbf{y}_{1}\right) d \mu\left(\mathbf{y}_{2}\right)
$$

where $I$ denotes an indicator function and $\|\cdot\|$ is a norm, Grassberger and Procaccia (1983a, b) defined the correlation dimension as

$$
\begin{equation*}
\nu=\lim _{r \rightarrow 0} \frac{\log C(r)}{\log r} \tag{1.4}
\end{equation*}
$$

if the limit exists.
Many authors have discussed the effects of noise on dimension estimation. Wolff (1990) is concerned with the behavior of the correlation integral when applied to time series data from autoregressive and moving average processes. Wolff notes that, with such processes, estimates of the correlation dimension underestimate, an effect discussed by Dvorák and Klaschka (1990). Ramsey and Yuan $(1989,1990)$ looked at the statistical properties of estimates of the correlation dimension. They concluded that small numbers of observations and the presence of noise may result in the estimates being positively biased. The effect of noise on the correlation integral has been studied in a number of papers, Schreiber (1993), Diks (1996), Kugiumtzis (1997), and Oltmans and Verheijen (1997). These results are limited by the case of observation noise, i.e. they consider trajectory $\left\{X_{t}\right\}$ generated from $X_{t}=Y_{t}+\varepsilon_{t}$ where $Y_{t}=F\left(Y_{t-1}, Y_{t-2}, \ldots, Y_{t-d}\right)$.

Smith (1992) proposed an estimator of the correlation dimension that seems to function well in the presence of observation noise. Unfortunately, his estimator does not work nearly so well in the case of dynamic noise. Further research on the effect of dynamic noise on the estimator of the correlation dimension seems desirable (Chan and Tong, 2001).

Our goal is to estimate the correlation dimension of $F$ by observing $\left\{X_{t}\right\}$. In this paper, we propose an estimator of the correlation dimension based on the data filtered out noise by the Nadaraya-Watson kernel type estimator and show the consistency of the estimator under some assumptions and conditions mathematically. Kawaguchi (2003) showed the consistency of the estimator of the correlation dimension from the data generated from the deterministic system, taking the same approach as Serinko (1994). This is developed into the proof of the consistency. For filtering out the noise, we take the same approach as Yonemoto and Yanagawa (2003), who proposed an method for estimating Lyapunov exponent from nonlinear time series with dynamic noise and showed the consistency of the estimator.

This paper is organized as follows. We propose a method for estimating the correlation dimension in Section 2. In Section 3, the consistency of the estimator is proved.

## 2 The procedure for estimating the correlation dimension and theorem

We propose a procedure for estimating the correlation dimension from $\left\{X_{t}\right\}_{t=1,2, \ldots, N}$. Outline of the procedure is as follows.

Step 1. Estimate the embedding dimension $d$ and delay time $\tau$ from $\left\{X_{t}\right\}_{t=1,2, \ldots, N}$ using the procedure proposed by Yonemoto and Yanagawa (2002). Denote the estimated embedding dimension and delay time by $\hat{d}$ and $\hat{\tau}$, respectively.

Step 2. Estimate the skeleton from $\left\{X_{t}\right\}_{t=1,2, \ldots, N}$ by the Nadaraya - Watson kernel type estimator (Nadaraya, 1964; Watson, 1964) using $\hat{d}$ and $\hat{\tau}$, and generating $\left\{\hat{Y}_{N, t}\right\}_{t=1,2, \ldots, K}$ from the estimated skeleton by giving an appropriate initial value.

Step 3. Estimate the correlation dimension by using the generated data.
We give the details of Step 2 and 3 .
(Step 2 of the procedure)
Yonemoto and Yanagawa (2003) proposed a following method for estimating the skeleton. First, for $\mathbf{x}={ }^{t}\left(x_{1}, x_{2}, \ldots, x_{d}\right), F(\mathbf{x})$ is estimated by

$$
\hat{F}_{N}(\mathbf{x})=\frac{\sum_{i=(\hat{d}-1) \hat{\tau}+1}^{N-\hat{\jmath}} K_{h_{N}}\left(\mathbf{x}-\mathbf{X}_{i}\right) X_{i+\hat{\tau}}}{\sum_{i=(\hat{d}-1) \hat{\tau}+1}^{N-\hat{\tau}} K_{h_{N}}\left(\mathbf{x}-\mathbf{X}_{i}\right)}
$$

where

$$
K_{h_{N}}\left(\mathbf{x}-\mathbf{X}_{i}\right)=\frac{1}{h_{N}^{\hat{d}}} K\left(\frac{\mathbf{x}-\mathbf{X}_{i}}{h_{N}}\right)
$$

$K(\mathbf{x})=\prod_{i=1}^{\hat{d}} \frac{1}{\sqrt{2 \pi}} \exp \left(-\frac{x_{i}^{2}}{2}\right)$ which is called kernel function, and $h_{N} \in \mathbf{R}_{>0} \rightarrow 0$ as $N \rightarrow$ $\infty$ which is called bandwidth. Next, put $\hat{\mathbf{F}}_{N}(\mathbf{x})={ }^{\mathbf{t}}\left(\hat{F}_{N}(\mathbf{x}), x_{1}, \ldots, x_{\hat{d}-1}\right)$. Giving an appropriate initial vector $\hat{\mathbf{Y}}_{N, 0}$, we generate $\left\{\hat{Y}_{N, t}\right\}_{t=1,2, \ldots, K}$ by

$$
\begin{equation*}
\hat{\mathbf{Y}}_{N, t}=\hat{\mathbf{F}}_{N}\left(\hat{\mathbf{Y}}_{N, t-1}\right), \quad t=1,2, \ldots, K \tag{2.1}
\end{equation*}
$$

where $\hat{\mathbf{Y}}_{N, t}={ }^{t}\left(\hat{Y}_{N, t}, \hat{Y}_{N, t-1}, \ldots, \hat{Y}_{N, t-\hat{d}+1}\right)$.
(Step 3 of the procedure)
Let $C_{K}\left(r, \hat{\mathbf{Y}}_{N}\right)=\binom{K}{2}^{-1} \sum_{i<j}^{K} I\left(\left\|\hat{\mathbf{Y}}_{N, i}-\hat{\mathbf{Y}}_{N, j}\right\| \leq r\right)$,

$$
C_{K 2}\left(r, \hat{\mathbf{Y}}_{N}\right)=\binom{K}{3}^{-1} \sum_{i \neq j, i \neq k, j \neq k}^{K} I\left(\left\|\hat{\mathbf{Y}}_{N, i}-\hat{\mathbf{Y}}_{N, j}\right\| \leq r,\left\|\hat{\mathbf{Y}}_{N, i}-\hat{\mathbf{Y}}_{N, k}\right\| \leq r\right)
$$

and $r_{j}^{\left(M_{N, K}\right)}=r_{0} s^{M_{N, K}-\left[\frac{M_{N, K}}{2}\right]+j},\left(j=0,1, \ldots, L_{N, K}=\left[\frac{M_{N, K}}{2}\right]\right)$ where some given $0<s<$ $1, r_{0}>1$, and

$$
\begin{equation*}
M_{N, K}=\max \left\{m \in \mathbf{Z}_{>0} ; C_{K 2}\left(r_{m}, \hat{\mathbf{Y}}_{N}\right) \neq 0, \text { a.e. for } r_{m}=r_{0} s^{m}\right\} \tag{2.2}
\end{equation*}
$$

We propose an estimator of the correlation dimension as follows.

$$
\begin{equation*}
\hat{\nu}_{N, K}=\sum_{j=0}^{L_{N, K}}\left(u_{j}-\bar{u}\right) \log C_{K}\left(r_{j}^{\left(M_{N, K}\right)}, \hat{\mathbf{Y}}_{N}\right) / \sum_{j=0}^{L_{N, K}}\left(u_{j}-\bar{u}\right)^{2} \tag{2.3}
\end{equation*}
$$

where, $u_{j}=\log r_{j}^{\left(M_{N, K}\right)}$ and $\bar{u}=\left(L_{N, K}+1\right)^{-1} \sum_{j=0}^{L_{N, K}} u_{j}$.
In this section, our goal is to prove the consistency of this estimator. For the estimator of the embedding dimension and delay time, the consistency was proved in Fueda and Yanagawa (2001). For convenience, denote $\hat{\nu}\left(\hat{F}_{N}(\hat{d}, \hat{\tau}), \hat{d}\right)$ by the estimator (2.3) and $\nu(F(d, \tau), d)$ by the correlation dimension (1.4). Let $\mathcal{E} \times \mu$ denote a product measure of an invariant measure for dynamical system and a measure for dynamic noise. Then, for any $\varepsilon>0$, there exists $N_{0} \in \mathbf{N}$ such that for any $N>N_{0}$

$$
\begin{aligned}
\mathcal{E} & \times \mu\left(\left|\hat{\nu}\left(\hat{F}_{N}(\hat{d}, \hat{\tau}), \hat{d}\right)-\nu(F(d, \tau), d)\right|>\varepsilon\right) \\
& \leq \mathcal{E} \times \mu\left(\left|\hat{\nu}\left(\hat{F}_{N}(\hat{d}, \hat{\tau}), \hat{d}\right)-\nu(F(d, \tau), d)\right|>\varepsilon, \hat{d}=d\right)+\mathcal{E} \times \mu(\hat{d} \neq d) \\
& =\mathcal{E} \times \mu\left(\left|\hat{\nu}\left(\hat{F}_{N}(d, \hat{\tau}), d\right)-\nu(F(d, \tau), d)\right|>\varepsilon\right) \\
& \leq \mathcal{E} \times \mu\left(\left|\hat{\nu}\left(\hat{F}_{N}(d, \hat{\tau}), d\right)-\nu(F(d, \tau), d)\right|>\varepsilon, \hat{\tau}=\tau\right)+\mathcal{E} \times \mu(\hat{\tau} \neq \tau) \\
& =\mathcal{E} \times \mu\left(\left|\hat{\nu}\left(\hat{F}_{N}(d, \tau), d\right)-\nu(F(d, \tau), d)\right|>\varepsilon\right) .
\end{aligned}
$$

Hence in this section we assume that the embedding dimension and delay time are known.
Theorem 2.1. Under the assumptions that are given in the following section, it follows that for any $\varepsilon>0$,

$$
\lim _{K \rightarrow \infty} \lim _{N \rightarrow \infty} \mathcal{E} \times \mu\left(\left|\hat{\nu}_{N, K}-\nu\right|>\varepsilon\right)=0 .
$$

## 3 Proof of Theorem 2.1

In this section, we give a proof of Theorem 2.1. At first, we decompose the estimator as follows.

Lemma 3.1. (Serinko, 1994)

$$
\hat{\nu}_{N, K}=\nu+d_{N, K}+e_{N, K},
$$

where

$$
\begin{aligned}
d_{N, K} & =\frac{1}{S_{u u}} \sum_{j=0}^{L_{N, K}}\left\{\log C\left(r_{j}^{\left(M_{N, K}\right)}\right)-\nu \log r_{j}^{\left(M_{N, K}\right)}\right\}\left(u_{j}-\bar{u}\right), \\
e_{N, K} & =\frac{1}{S_{u u}} \sum_{j=0}^{L_{N, K}}\left\{\log C_{K}\left(r_{j}^{\left(M_{N, K}\right)}, \hat{\mathbf{Y}}_{N}\right)-\log C\left(r_{j}^{\left(M_{N, K}\right)}\right)\right\}\left(u_{j}-\bar{u}\right), \\
& \text { and } \quad S_{u u}=\sum_{j=0}^{L_{N, K}}\left(u_{j}-\bar{u}\right)^{2} .
\end{aligned}
$$

Next, we prove the convergence of $d_{N, K}$ in probability. We assume the following assumptions.

Assumption 3.1. There exists a compact set $G \subset \mathbf{R}^{d}$ such that for any $\mathbf{x} \in G$,

$$
\mathbf{F}(\mathbf{x})+\mathbf{e} \in G \quad \text { a.e. },
$$

where $\mathbf{e}={ }^{t}(\varepsilon, 0, \ldots, 0)$ and $\varepsilon$ is identically distributed as $\left\{\varepsilon_{t}\right\}$.
Assumption 3.2. $F$ is $C^{1}$ class on $G$.
Assumption 3.3. For any $N \in \mathbf{N}$ such that $N \geq(d-1) \tau+1$,

$$
\left\{\mathbf{X}_{t}\right\}_{t=(d-1) \tau+1,(d-1) \tau+2, \ldots, N} \subset G .
$$

Assumption 3.4. $\hat{F}_{N}$ is such that

$$
\lim _{N \rightarrow \infty} \mathcal{E} \times \mu\left(\sup _{\mathbf{x} \in G}\left|\hat{F}_{N}(\mathbf{x})-F(\mathbf{x})\right|>\varepsilon\right)=0
$$

Select an initial vector $\mathbf{Y}_{1}$ randomly from $G^{\circ}$ with uniform probability, and set $\hat{\mathbf{Y}}_{N, 1}=$ $\mathbf{Y}_{1}$, where $G^{\circ}$ denotes an interior of $G$. Then the following theorem holds.

Theorem 3.1. (Yonemoto and Yanagawa, 2003)
Under Assumption 3.1 through 3.4, for any $\varepsilon>0$ and $t \in\{1,2, \ldots, K\}$,

$$
\lim _{N \rightarrow \infty} \mathcal{E} \times \mu\left(\left\|\hat{\mathbf{Y}}_{N, t}-\mathbf{Y}_{t}\right\|>\varepsilon\right)=0
$$

Let $C_{K 2}(r, \mathbf{Y})=\binom{K}{3}^{-1} \sum_{i \neq j, i \neq k, j \neq k}^{K} I\left(\left\|\mathbf{Y}_{i}-\mathbf{Y}_{j}\right\| \leq r,\left\|\mathbf{Y}_{i}-\mathbf{Y}_{k}\right\| \leq r\right)$, we assum the following assumption.

Assumption 3.5. For any $r>0$ and $\varepsilon>0$,

$$
\lim _{K \rightarrow \infty} \mu\left(C_{K 2}(r, \mathbf{Y})>\varepsilon\right)=1
$$

Lemma 3.2. Under Assumption 3.5 and the condition of Theorem 3.1, for $M_{N, K}$ in (2.2),

$$
\mathcal{E} \times \mu\left(\lim _{K \rightarrow \infty} \lim _{N \rightarrow \infty} M_{N, K}=\infty\right)=1
$$

Proof. For any integers $m, N_{0}$ and $K_{0}$, let

$$
\begin{aligned}
& \text { A(m, } \left.N_{0}, K_{0}\right) \\
& \qquad=\left\{\left(\omega, \omega^{\prime}\right) \in \Omega \times \Omega^{\prime} ; C_{K 2}\left(r_{l}, \hat{\mathbf{Y}}_{N}\right)>\varepsilon,\right. \\
& \qquad \text { for all } N \geq N_{0}, K \geq K_{0}, l=0,1, \ldots, m, \text { and } \varepsilon>0 \\
& \left.\quad \text { where } r_{l}=r_{0} s^{l}\right\} .
\end{aligned}
$$

Then, $A\left(m, N_{0}, K_{0}\right) \subset\left\{M_{N, K} \geq m\right.$ for $N \geq N_{0}$ and $\left.K \geq K_{0}\right\}$, and therefore for any $m$

$$
\begin{aligned}
\mathcal{E} \times \mu\left(\lim _{K \rightarrow \infty} \lim _{N \rightarrow \infty} M_{N, K} \geq m\right) & \geq \mathcal{E} \times \mu\left(\bigcap_{K_{0}=1}^{\infty} \bigcap_{N_{0}=1}^{\infty} A\left(m, N_{0}, K_{0}\right)\right) \\
& =\lim _{K_{0} \rightarrow \infty} \lim _{N_{0} \rightarrow \infty} \mathcal{E} \times \mu\left(A\left(m, N_{0}, K_{0}\right)\right)
\end{aligned}
$$

Thus, in order to prove the lemma, it must be shown that for any $m$

$$
\lim _{K_{0} \rightarrow \infty} \lim _{N_{0} \rightarrow \infty} \mathcal{E} \times \mu\left(A\left(m, N_{0}, K_{0}\right)\right)=1
$$

For any $r>0$ and $t \in\{1,2, \ldots, K\}$,

$$
\begin{aligned}
& \mathcal{E} \times \mu\left(C_{K 2}\left(r, \hat{\mathbf{Y}}_{N}\right)>\varepsilon\right) \\
&= \mathcal{E} \times \mu\left(C_{K 2}\left(r, \hat{\mathbf{Y}}_{N}\right)>\varepsilon \text { and }\left\|\hat{\mathbf{Y}}_{N, t}-\mathbf{Y}_{t}\right\|>r / 3\right) \\
&+\mathcal{E} \times \mu\left(C_{K 2}\left(r, \hat{\mathbf{Y}}_{N}\right)>\varepsilon \text { and }\left\|\hat{\mathbf{Y}}_{N, t}-\mathbf{Y}_{t}\right\| \leq r / 3\right) .
\end{aligned}
$$

From Theorem 3.1,

$$
\begin{aligned}
\mathcal{E} \times \mu\left(C_{K 2}\left(r, \hat{\mathbf{Y}}_{N}\right)>\varepsilon \text { and }\left\|\hat{\mathbf{Y}}_{N, t}-\mathbf{Y}_{t}\right\|>r / 3\right) & \leq \mathcal{E} \times \mu\left(\left\|\hat{\mathbf{Y}}_{N, t}-\mathbf{Y}_{t}\right\|>r / 3\right) \\
& \rightarrow 0 \quad(N \rightarrow \infty)
\end{aligned}
$$

Further,

$$
\begin{aligned}
& \mathcal{E} \times \mu\left(C_{K 2}\left(r, \hat{\mathbf{Y}}_{N}\right)>\varepsilon \text { and }\left\|\hat{\mathbf{Y}}_{N, t}-\mathbf{Y}_{t}\right\| \leq r / 3\right) \\
& \geq \mathcal{E} \times \mu\left(( \begin{array} { c } 
{ K } \\
{ 3 }
\end{array} ) ^ { - 1 } \sum _ { i \neq j , i \neq k , j \neq k } ^ { K } I \left(\left\|\hat{\mathbf{Y}}_{N, i}-\mathbf{Y}_{i}\right\|+\left\|\mathbf{Y}_{i}-\mathbf{Y}_{j}\right\|+\left\|\hat{\mathbf{Y}}_{N, j}-\mathbf{Y}_{j}\right\| \leq r,\right.\right. \\
& \left.\left\|\hat{\mathbf{Y}}_{N, i}-\mathbf{Y}_{i}\right\|+\left\|\mathbf{Y}_{i}-\mathbf{Y}_{k}\right\|+\left\|\hat{\mathbf{Y}}_{N, k}-\mathbf{Y}_{k}\right\| \leq r\right)>\varepsilon \\
& \text { and } \left.\left\|\hat{\mathbf{Y}}_{N, t}-\mathbf{Y}_{t}\right\| \leq r / 3\right) \\
& =\mathcal{E} \times \mu\left(( \begin{array} { c } 
{ K } \\
{ 3 }
\end{array} ) ^ { - 1 } \sum _ { i \neq j , i \neq k , j \neq k } ^ { K } I \left(\left\|\mathbf{Y}_{i}-\mathbf{Y}_{j}\right\| \leq r-\left\|\hat{\mathbf{Y}}_{N, i}-\mathbf{Y}_{i}\right\|-\left\|\hat{\mathbf{Y}}_{N, j}-\mathbf{Y}_{j}\right\|,\right.\right. \\
& \left.\left\|\mathbf{Y}_{i}-\mathbf{Y}_{k}\right\| \leq r-\left\|\hat{\mathbf{Y}}_{N, i}-\mathbf{Y}_{i}\right\|-\left\|\hat{\mathbf{Y}}_{N, k}-\mathbf{Y}_{k}\right\|\right)>\varepsilon \\
& \text { and } \left.\left\|\hat{\mathbf{Y}}_{N, t}-\mathbf{Y}_{t}\right\| \leq r / 3\right) \\
& \geq \mathcal{E} \times \mu\left(\binom{K}{3}^{-1} \sum_{i \neq j, i \neq k, j \neq k}^{K} I\left(\left\|\mathbf{Y}_{i}-\mathbf{Y}_{j}\right\| \leq r / 3,\left\|\mathbf{Y}_{i}-\mathbf{Y}_{k}\right\| \leq r / 3\right)>\varepsilon\right. \\
& \text { and } \left.\left\|\hat{\mathbf{Y}}_{N, t}-\mathbf{Y}_{t}\right\| \leq r / 3\right)
\end{aligned}
$$

From Theorem 3.1 and Assumption 3.5,

$$
\begin{aligned}
& \mathcal{E} \times \mu\left(C_{K 2}(r / 3, \mathbf{Y})>\varepsilon\right)+\mathcal{E} \times \mu\left(\left\|\hat{\mathbf{Y}}_{N, t}-\mathbf{Y}_{t}\right\| \leq r / 3\right)-1 \\
\rightarrow & \mathcal{E} \times \mu\left(C_{K 2}(r / 3, \mathbf{Y})>\varepsilon\right) \quad(N \rightarrow \infty) \\
\rightarrow & 1 \quad(K \rightarrow \infty) .
\end{aligned}
$$

Hence, for any $m$,

$$
\lim _{K \rightarrow \infty} \lim _{N \rightarrow \infty} \mathcal{E} \times \mu\left(C_{K 2}\left(r_{m}, \hat{\mathbf{Y}}_{N}\right)>\varepsilon\right)=1
$$

From the definition of $A\left(m, N_{0}, K_{0}\right)$, the proof is completed.
Lemma 3.3. Under the condition of Lemma 3.2, for any $\varepsilon>0$

$$
\lim _{K \rightarrow \infty} \lim _{N \rightarrow \infty} \mathcal{E} \times \mu\left(\left|d_{N, K}\right|>\varepsilon\right)=0
$$

Proof. First, from the definition of the correlation dimension,

$$
\frac{\log C(r)-\nu \log r}{\log r} \rightarrow 0 \quad(r \rightarrow 0)
$$

Thus, there exists a positive real $A(r) \rightarrow 0$ as $r \rightarrow 0$ such that for sufficiently small $r>0$,

$$
|\log C(r)-\nu \log r| \leq A(r)|\log r|
$$

Next, it follows by the Cauchy-Schwarz inequality that

$$
\begin{aligned}
\left|d_{N, K}\right| & \leq \frac{1}{S_{u u}} \sqrt{\sum_{j=0}^{L_{N, K}}\left\{\log C\left(r_{j}^{\left(M_{N, K}\right)}\right)-\nu \log r_{j}^{\left(M_{N, K}\right)}\right\}^{2}} \sqrt{\sum_{j=0}^{L_{N, K}}\left(u_{j}-\bar{u}\right)^{2}} \\
& \leq \frac{1}{\sqrt{S_{u u}}} \sqrt{\sum_{j=0}^{L_{N, K}}\left\{A\left(r_{j}^{\left(M_{N, K}\right)}\right) \log r_{j}^{\left(M_{N, K}\right)}\right\}^{2}} \\
& \leq \frac{1}{\sqrt{S_{u u}}} \times \max _{0 \leq j \leq L_{N, K}} A\left(r_{j}^{\left(M_{N, K}\right)}\right) \times \sqrt{\sum_{j=0}^{\sum_{N, K}}\left\{\log r_{j}^{\left(M_{N, K}\right)}\right\}^{2}} .
\end{aligned}
$$

Serinko(1994) gave

$$
S_{u u}=\frac{1}{12} L_{N, K}\left(L_{N, K}+1\right)\left(L_{N, K}+2\right)(\log s)^{2} .
$$

Thus, from Lemma 3.2 and the definition of $L_{N, K}$,

$$
\sqrt{S_{u u}}=O_{p}\left(M_{N, K^{\frac{3}{2}}}\right) .
$$

On the other hand, from Lemma 3.2,

$$
\sqrt{\sum_{j=0}^{L_{N, K}}\left\{\log r_{j}^{\left(M_{N, K}\right)}\right\}^{2}}=O_{p}\left(M_{N, K^{\frac{3}{2}}}\right),
$$

and for any $j \in\left\{0,1, \ldots, L_{N, K}\right\}$,

$$
\mathcal{E} \times \mu\left(\lim _{K \rightarrow \infty} \lim _{N \rightarrow \infty} A\left(r_{j}^{\left(M_{N, K}\right)}\right)=0\right)=1
$$

Therefore,

$$
\mathcal{E} \times \mu\left(\lim _{K \rightarrow \infty} \lim _{N \rightarrow \infty}\left\{\frac{1}{\sqrt{S_{u u}}} \max _{0 \leq j \leq L_{N, K}} A\left(r_{j}^{\left(M_{N, K}\right)}\right) \sqrt{\sum_{j=0}^{L_{N, K}}\left\{\log r_{j}^{\left(M_{N, K}\right)}\right\}^{2}}\right\}=0\right)=1
$$

and

$$
\mathcal{E} \times \mu\left(\lim _{K \rightarrow \infty} \lim _{N \rightarrow \infty}\left|d_{N, K}\right|=0\right)=1
$$

The convergence with probability 1 implies the convergence in probability, therefore the proof is completed.

Next, we prove the convergence of $e_{N, K}$ in probability. In order to state the next theorem, we give some notations and assumptions. Let $\alpha=\left\{A_{1}, A_{2}, \ldots, A_{m}\right\}$ and $\beta=$ $\left\{B_{1}, B_{2}, \ldots, B_{n}\right\}$ be finite measurable partitions of $\Omega$. From these one may construct the following partitions:

1. $\alpha \vee \beta=\{A \cap B ; A \in \alpha, B \in \beta\}$
2. $\mathbf{F}^{-1} \alpha=\left\{\mathbf{F}^{-1} A ; A \in \alpha\right\}$
3. $\alpha_{r}^{s}=\mathbf{F}^{(-r)} \alpha \vee \mathbf{F}^{(-r-1)} \alpha \vee \cdots \vee \mathbf{F}^{(-s+1)} \alpha \vee \mathbf{F}^{(-s)} \alpha \quad(r, s \in \mathbf{N}$, s.t. $r<s)$,
where $\mathbf{F}^{(k)}$ denotes $k$ times convolution of $\mathbf{F}$.
Let $\mathcal{F}_{r}^{s}$ denotes the $\sigma$-algebra generated by $\alpha_{r}^{s}(r, s \in \mathbf{N}$, s.t. $r<s)$ and $\mathcal{F}_{0}^{\infty}$ denotes the smallest $\sigma$-algebra which contains all of the $\mathcal{F}_{r}^{s}(r, s \in \mathbf{N}$, s.t. $r<s)$.

## Definition 3.1. (Generator)

$$
\alpha \text { is generator } \Longleftrightarrow \mathcal{F}_{0}^{\infty}=\mathcal{F}
$$

## Definition 3.2. (Weak Bernoulli)

A measurable partition $\alpha$ is said to be weak Bernoulli for dynamical system $(\Omega, \mathcal{F}, \mu, \mathbf{F})$ if

$$
\beta_{k}=\sup _{r, s \in \mathbf{N}} \sum_{A \in \alpha_{0}^{r}} \sum_{B \in \alpha_{r+k}^{r+s+k}}|\mu(A \cap B)-\mu(A) \mu(B)|
$$

goes to zero as $k \rightarrow \infty$. The $\beta_{k}$ 's are called the mixing coefficients.
We assume the following assumptions for the dynamical system $(\Omega, \mathcal{F}, \mu, \mathbf{F})$.
Assumption 3.6. $(\Omega, \mathcal{F}, \mu, \mathbf{F})$ has the measurable partition $\alpha$ which is weak Bernoulli and generator.

Assumption 3.7. $(\Omega, \mathcal{F}, \mu, \mathbf{F})$ is such that the mixing coefficients satisfy

$$
\beta_{k}^{\frac{\delta}{2+\delta}}=O\left(k^{-(1+\varepsilon)}\right)
$$

for some $\delta>0$ and $0<\varepsilon<1$.
Let $\eta^{(l)}(r)=\left\|\mu\left(\bar{B}_{r}\left(\mathbf{Y}_{j}\right)\right)-\mu\left(\bar{B}_{r}\left(\mathbf{Y}_{j}^{(l)}\right)\right)\right\|_{2}^{2}$, where $\bar{B}_{r}(\mathbf{y})=\{\mathbf{x} ;\|\mathbf{x}-\mathbf{y}\| \leq r\}$ and $\mathbf{Y}_{j}^{(l)}=E\left[\mathbf{Y}_{j} \mid \alpha_{j}^{j+l}\right], j=1,2, \cdots$. Let $\bar{\eta}^{(l)}=\sup _{r} \eta^{(l)}(r)$.

Assumption 3.8. $(\Omega, \mathcal{F}, \mu, \mathbf{F})$ is such that

$$
\bar{\eta}^{(l) \frac{1}{2}}=o\left(l^{-(1+\gamma)}\right)
$$

for some $\gamma>0, \gamma /(1+\gamma)>\varepsilon$.
Let $\psi_{k}^{(l)}(r)=\left\|I\left(\left\|\mathbf{Y}_{i}-\mathbf{Y}_{j}\right\| \leq r\right)-I\left(\left\|\mathbf{Y}_{i}^{(l)}-\mathbf{Y}_{j}^{(l)}\right\| \leq r\right)\right\|_{2}^{2}$ for $i, j=1,2, \cdots$ and $k=|i-j|$, and $\bar{\psi}_{k}^{(l)}=\sup _{r} \psi_{k}^{(l)}(r)$.

Assumption 3.9. $(\Omega, \mathcal{F}, \mu, \mathbf{F})$ is such that for any sequence of reals $\left\{c_{n}\right\}_{n=0}^{\infty}$ satisfying $\lim _{n \rightarrow \infty} c_{n}=\infty$ and $c_{n}=o\left(n^{\frac{1}{2}}\right)$, one has

$$
\sum_{k=0}^{n-1} \bar{\psi}_{k}^{\left(c_{n}\right) \frac{1}{2}}=o\left(n^{\frac{1}{2}}\right) .
$$

Let $b_{K}=\left(\frac{1}{K}\right)^{\frac{1}{2\left(\nu+\varepsilon_{0}\right)}}$ where $\varepsilon_{0}>0$, and

$$
C_{K}(r, \mathbf{Y})=\binom{K}{2}^{-1} \sum_{i<j}^{K} I\left(\left\|\mathbf{Y}_{i}-\mathbf{Y}_{j}\right\| \leq r\right)
$$

Theorem 3.2. (Serinko, 1994)
If $(\Omega, \mathcal{F}, \mu, \mathbf{F})$ satisfies Assumption.3.6 through 3.9, then whenever $\nu$ exists,

$$
\lim _{K \rightarrow \infty} r_{K}=0 \quad \text { and } \quad \limsup _{K \rightarrow \infty} \frac{b_{K}}{r_{K}}<\infty
$$

imply

$$
\lim _{K \rightarrow \infty} \mu\left(\left|\frac{C_{K}\left(r_{K}, \mathbf{Y}\right)-C\left(r_{K}\right)}{C\left(r_{K}\right)}\right|>\varepsilon\right)=0
$$

Let $M_{K}=\lim _{N \rightarrow \infty} M_{N, K}$. We may prove that $M_{K}=\max \left\{m \in \mathbf{Z}_{>0} ; C_{K 2}\left(r_{m}, \mathbf{Y}\right) \neq\right.$ 0, a.e. for $\left.r_{m}=r_{0} s^{m}\right\}$ similarly as the proof of Lemma 3.5.

Assumption 3.10. For some $\varepsilon_{0}>0$ and some $\delta<\frac{1}{d+\varepsilon_{0}}$, there exists $K_{0} \in \mathbf{N}$ such that for any $K>K_{0}$,

$$
M_{K}>\frac{\delta \log K}{2|\log s|} \quad \text { a.e.. }
$$

Lemma 3.4. Under Assumption 3.10, let $r_{K}=r_{0} s^{M_{K}}$, then

$$
\lim _{K \rightarrow \infty} r_{K}=0 \quad \text { and } \quad \limsup _{K \rightarrow \infty} \frac{b_{K}}{r_{K}}<\infty \quad \text { a.e.. }
$$

Proof. For the former part of lemma, we obtain immediately from Lemma 3.2. Setting $r^{\prime}{ }_{K}=K^{\frac{-1}{2\left(d+\varepsilon_{0}\right)}}$, Serinko(1994) proved

$$
\limsup _{K \rightarrow \infty} \frac{b_{K}}{r_{K}^{\prime}}<\infty
$$

Thus, the last part of lemma is proved if we prove $r_{K}>r^{\prime}{ }_{K}$ a.e. for any $K>K_{0}$.
From Assumption 3.10, we have

$$
\begin{aligned}
\log \frac{r_{K}}{r_{K}^{\prime}} & =\log \frac{r_{0} s^{M_{K}}}{K^{\frac{-1}{2\left(d+\varepsilon_{0}\right)}}} \\
& =\log r_{0}+M_{K} \log s+\frac{1}{2\left(d+\varepsilon_{0}\right)} \log K \\
& >\log r_{0}+\left(-\delta+\frac{1}{d+\varepsilon_{0}}\right) \frac{1}{2} \log K>0 .
\end{aligned}
$$

Lemma 3.5. Under the condition of Theorem 3.1, for a fixed $K$, any $\varepsilon>0$ and $r>0$

$$
\lim _{N \rightarrow \infty} \mathcal{E} \times \mu\left(\left|C_{K}\left(r, \hat{\mathbf{Y}}_{N}\right)-C_{K}(r, \mathbf{Y})\right|>\varepsilon\right)=0
$$

Proof. It follows by the Markov inequality that

$$
\begin{aligned}
\mathcal{E} & \times \mu\left(\left|C_{K}\left(r, \hat{\mathbf{Y}}_{N}\right)-C_{K}(r, \mathbf{Y})\right|>\varepsilon\right) \leq \frac{1}{\varepsilon} E\left[\left|C_{K}\left(r, \hat{\mathbf{Y}}_{N}\right)-C_{K}(r, \mathbf{Y})\right|\right] \\
& =\frac{1}{\varepsilon} E\left[\left|\binom{K}{2}^{-1} \sum_{i<j}^{K}\left\{I\left(\left\|\hat{\mathbf{Y}}_{N, i}-\hat{\mathbf{Y}}_{N, j}\right\| \leq r\right)-I\left(\left\|\mathbf{Y}_{i}-\mathbf{Y}_{j}\right\| \leq r\right)\right\}\right|\right] \\
& \leq \frac{1}{\varepsilon}\binom{K}{2}^{-1} \sum_{i<j}^{K} E\left[\left|I\left(\left\|\hat{\mathbf{Y}}_{N, i}-\hat{\mathbf{Y}}_{N, j}\right\| \leq r\right)-I\left(\left\|\mathbf{Y}_{i}-\mathbf{Y}_{j}\right\| \leq r\right)\right|\right]
\end{aligned}
$$

It follows by the triangle inequality that for $i, j \in\{1,2, \ldots, K\}(i<j)$

$$
\begin{align*}
& E\left[\left|I\left(\left\|\hat{\mathbf{Y}}_{N, i}-\hat{\mathbf{Y}}_{N, j}\right\| \leq r\right)-I\left(\left\|\mathbf{Y}_{i}-\mathbf{Y}_{j}\right\| \leq r\right)\right|\right] \\
& \leq E\left[\left|I\left(\left\|\hat{\mathbf{Y}}_{N, i}-\hat{\mathbf{Y}}_{N, j}\right\| \leq r\right)-\phi_{\delta}\left(\hat{\mathbf{Y}}_{N, i}-\hat{\mathbf{Y}}_{N, j}\right)\right|\right] \\
& \quad+E\left[\left|\phi_{\delta}\left(\mathbf{Y}_{i}-\mathbf{Y}_{j}\right)-I\left(\left\|\mathbf{Y}_{i}-\mathbf{Y}_{j}\right\| \leq r\right)\right|\right]  \tag{3.1}\\
& \quad+E\left[\mid \phi_{\delta}\left(\hat{\mathbf{Y}}_{N, i}-\hat{\mathbf{Y}}_{N, j}\right)-\phi_{\delta}\left(\mathbf{Y}_{i}-\mathbf{Y}_{j}\right) \|\right]
\end{align*}
$$

where for any $\delta>0$,

$$
\phi_{\delta}(\mathbf{x})= \begin{cases}0 & \text { if }\|\mathbf{x}\| \geq r \\ 1 & \text { if }\|\mathbf{x}\| \leq r-\delta\end{cases}
$$

$0 \leq \phi_{\delta}(\mathbf{x}) \leq 1$ and $\phi_{\delta} \in C^{1}$.
The first term of (3.1) is

$$
\begin{aligned}
\iint & \left(I(\|\mathbf{x}-\mathbf{y}\| \leq r)-\phi_{\delta}(\mathbf{x}-\mathbf{y})\right) d(\mathcal{E} \times \mu)(\mathbf{x}) d(\mathcal{E} \times \mu)(\mathbf{y}) \\
& \leq \iint_{r-\delta<\|\mathbf{x}-\mathbf{y}\|<r} d(\mathcal{E} \times \mu)(\mathbf{x}) d(\mathcal{E} \times \mu)(\mathbf{y}) \\
& =\mathcal{E} \times \mu\left(r-\delta<\left\|\hat{\mathbf{Y}}_{N, i}-\hat{\mathbf{Y}}_{N, j}\right\|<r\right) .
\end{aligned}
$$

Thus, for any $\varepsilon_{1}>0$, there exists $\delta_{1} \in \mathbf{N}$ such that for any $\delta<\delta_{1}$

$$
E\left[\left|I\left(\left\|\hat{\mathbf{Y}}_{N, i}-\hat{\mathbf{Y}}_{N, j}\right\| \leq r\right)-\phi_{\delta}\left(\hat{\mathbf{Y}}_{N, i}-\hat{\mathbf{Y}}_{N, j}\right)\right|\right]<\varepsilon_{1}
$$

By the same way, for any $\varepsilon_{2}>0$, there exists $\delta_{2} \in \mathbf{N}$ such that for any $\delta<\delta_{2}$

$$
E\left[\left|\phi_{\delta}\left(\mathbf{Y}_{i}-\mathbf{Y}_{j}\right)-I\left(\left\|\mathbf{Y}_{i}-\mathbf{Y}_{j}\right\| \leq r\right)\right|\right]<\varepsilon_{2}
$$

Therefore, from the continuity of $\phi_{\delta}$ and Theorem 3.1, for any $\delta<\min \left\{\delta_{1}, \delta_{2}\right\}$,

$$
\begin{aligned}
& E\left[\left|I\left(\left\|\hat{\mathbf{Y}}_{N, i}-\hat{\mathbf{Y}}_{N, j}\right\| \leq r\right)-I\left(\left\|\mathbf{Y}_{i}-\mathbf{Y}_{j}\right\| \leq r\right)\right|\right] \\
& \quad<\varepsilon_{1}+\varepsilon_{2}+E\left[\left|\phi_{\delta}\left(\hat{\mathbf{Y}}_{N, i}-\hat{\mathbf{Y}}_{N, j}\right)-\phi_{\delta}\left(\mathbf{Y}_{i}-\mathbf{Y}_{j}\right)\right|\right] \\
& \quad \rightarrow \varepsilon_{1}+\varepsilon_{2} \quad(N \rightarrow \infty)
\end{aligned}
$$

Consequently, $E\left[\left|I\left(\left\|\hat{\mathbf{Y}}_{N, i}-\hat{\mathbf{Y}}_{N, j}\right\| \leq r\right)-I\left(\left\|\mathbf{Y}_{i}-\mathbf{Y}_{j}\right\| \leq r\right)\right|\right] \rightarrow 0$ as $N \rightarrow \infty$ for $i, j \in\{1,2, \ldots, K\}(i<j)$. Hence, the proof is completed.

Lemma 3.6. Under the condition of Theorem 3.2 and Lemma 3.5, for any $\varepsilon>0$,

$$
\lim _{K \rightarrow \infty} \lim _{N \rightarrow \infty} \mathcal{E} \times \mu\left(\left|\log C_{K}\left(r_{K}, \hat{\mathbf{Y}}_{N}\right)-\log C\left(r_{K}\right)\right|>\varepsilon\right)=0
$$

## Proof.

$$
\begin{aligned}
& \mathcal{E} \times \mu\left(\left|\log \frac{C_{K}\left(r_{K}, \hat{\mathbf{Y}}_{N}\right)}{C\left(r_{K}\right)}\right|>\varepsilon\right) \\
&=\mathcal{E} \times \mu\left(\log \frac{C_{K}\left(r_{K}, \hat{\mathbf{Y}}_{N}\right)}{C\left(r_{K}\right)}>\varepsilon\right)+\mathcal{E} \times \mu\left(\log \frac{C_{K}\left(r_{K}, \hat{\mathbf{Y}}_{N}\right)}{C\left(r_{K}\right)}<-\varepsilon\right) \\
&=\mathcal{E} \times \mu\left(\frac{C_{K}\left(r_{K}, \hat{\mathbf{Y}}_{N}\right)}{C\left(r_{K}\right)}>e^{\varepsilon}\right)+\mathcal{E} \times \mu\left(\frac{C_{K}\left(r_{K}, \hat{\mathbf{Y}}_{N}\right)}{C\left(r_{K}\right)}<e^{-\varepsilon}\right) \\
&=\mathcal{E} \times \mu\left(\frac{C_{K}\left(r_{K}, \hat{\mathbf{Y}}_{N}\right)-C\left(r_{K}\right)}{C\left(r_{K}\right)}>e^{\varepsilon}-1\right) \\
&+\mathcal{E} \times \mu\left(\frac{-C_{K}\left(r_{K}, \hat{\mathbf{Y}}_{N}\right)+C\left(r_{K}\right)}{C\left(r_{K}\right)}>1-e^{-\varepsilon}\right)
\end{aligned}
$$

For any $\varepsilon^{\prime}>0$,

$$
\begin{aligned}
& \mathcal{E} \times \mu\left(\left|\frac{C_{K}\left(r_{K}, \hat{\mathbf{Y}}_{N}\right)-C\left(r_{K}\right)}{C\left(r_{K}\right)}\right|>\varepsilon^{\prime}\right) \\
& \leq \mathcal{E} \times \mu\left(\left|\frac{C_{K}\left(r_{K}, \hat{\mathbf{Y}}_{N}\right)-C_{K}\left(r_{K}, \mathbf{Y}\right)}{C\left(r_{K}\right)}\right|\right.\left.>\frac{\varepsilon^{\prime}}{2}\right) \\
&+\mathcal{E} \times \mu\left(\left|\frac{C_{K}\left(r_{K}, \mathbf{Y}\right)-C\left(r_{K}\right)}{C\left(r_{K}\right)}\right|>\frac{\varepsilon^{\prime}}{2}\right) .
\end{aligned}
$$

From Lemma 3.5, the first term goes to zero as $N \rightarrow \infty$ for a fixed $K$. From Theorem 3.2 , the second term goes to zero as $K \rightarrow \infty$.

Lemma 3.7. Under the condition of Lemma 3.2, Lemma 3.6, and Assumption 3.10 for any $\varepsilon>0$,

$$
\lim _{K \rightarrow \infty} \lim _{N \rightarrow \infty} \mathcal{E} \times \mu\left(\left|e_{N, K}\right|>\varepsilon\right)=0
$$

Proof. It follows by the Cauchy-Schwarz inequality that

$$
\begin{aligned}
\left|e_{N, K}\right| \leq & \frac{1}{S_{u u}} \sqrt{\sum_{j=0}^{L_{N, K}}\left\{\log C_{K}\left(r_{j}^{\left(M_{N, K}\right)}, \hat{\mathbf{Y}}_{N}\right)-\log C\left(r_{j}^{\left(M_{N, K}\right)}\right)\right\}^{2}} \sqrt{\sum_{j=0}^{L_{N, K}}\left(u_{j}-\bar{u}\right)^{2}} \\
\leq & \frac{1}{\sqrt{S_{u u}}} \sqrt{L_{N, K}+1} \max _{0 \leq j \leq L_{N, K}}\left|\log C_{K}\left(r_{j}^{\left(M_{N, K}\right)}, \hat{\mathbf{Y}}_{N}\right)-\log C\left(r_{j}^{\left(M_{N, K}\right)}\right)\right| \\
= & \left\{\frac{1}{12}(\log s)^{2} L_{N, K}\left(L_{N, K}+2\right)\right\}^{-\frac{1}{2}} \\
& \times \max _{0 \leq j \leq L_{N, K}}\left|\log C_{K}\left(r_{j}^{\left(M_{N, K}\right)}, \hat{\mathbf{Y}}_{N}\right)-\log C\left(r_{j}^{\left(M_{N, K}\right)}\right)\right|
\end{aligned}
$$

Moreover,

$$
\begin{aligned}
& \mathcal{E} \times \mu\left(\left\{\frac{1}{12}(\log s)^{2} L_{N, K}\left(L_{N, K}+2\right)\right\}^{-\frac{1}{2}}\right. \\
& \left.\quad \times \max _{0 \leq j \leq L_{N, K}}\left|\log C_{K}\left(r_{j}^{\left(M_{N, K}\right)}, \hat{\mathbf{Y}}_{N}\right)-\log C\left(r_{j}^{\left(M_{N, K}\right)}\right)\right|>\varepsilon\right) \\
& \leq \mathcal{E} \times \mu\left(\left\{\frac{1}{12}(\log s)^{2} L_{N, K}\left(L_{N, K}+2\right)\right\}^{-\frac{1}{2}}>1\right) \\
& \quad+\mathcal{E} \times \mu\left(\max _{0 \leq j \leq L_{N, K}}\left|\log C_{K}\left(r_{j}^{\left(M_{N, K}\right)}, \hat{\mathbf{Y}}_{N}\right)-\log C\left(r_{j}^{\left(M_{N, K}\right)}\right)\right|>\varepsilon\right)
\end{aligned}
$$

From Lemma 3.2,

$$
\lim _{K \rightarrow \infty} \lim _{N \rightarrow \infty} \mathcal{E} \times \mu\left(\left\{\frac{1}{12}(\log s)^{2} L_{N, K}\left(L_{N, K}+2\right)\right\}^{-\frac{1}{2}}>1\right)=0
$$

For any $j \in\left\{0,1, \ldots, L_{N, K}\right\}$

$$
\begin{aligned}
& \mathcal{E} \times \mu\left(\left|\log C_{K}\left(r_{j}^{\left(M_{N, K}\right)}, \hat{\mathbf{Y}}_{N}\right)-\log C\left(r_{j}^{\left(M_{N, K}\right)}\right)\right|>\varepsilon\right) \\
& \left.\leq \mathcal{E} \times \mu\left(\mid \log C_{K}\left(r_{j}^{\left(M_{N, K}\right)}, \hat{\mathbf{Y}}_{N}\right)-\log C_{K}\left(r_{j}^{\left(M_{K}\right)}, \hat{\mathbf{Y}}_{N}\right)\right) \mid>\varepsilon / 3\right) \\
& \quad+\mathcal{E} \times \mu\left(\mid \log C\left(r_{j}^{\left(M_{N, K}\right)}-\log C\left(r_{j}^{\left(M_{K}\right)}\right) \mid>\varepsilon / 3\right)\right. \\
& \quad+\mathcal{E} \times \mu\left(\left|\log C_{K}\left(r_{j}^{\left(M_{K}\right)}, \hat{\mathbf{Y}}_{N}\right)-\log C\left(r_{j}^{\left(M_{K}\right)}\right)\right|>\varepsilon / 3\right)
\end{aligned}
$$

From right continuity of $C_{K}(r, Y)$, for any $\varepsilon>0, \varepsilon_{1}>0$, and a fixed $K$

$$
\mathcal{E} \times \mu\left(\exists N_{1} \in \mathbf{N}, \forall N>N_{1}, \sup _{y}\left|\log C_{K}\left(r_{j}^{\left(M_{N, K}\right)}, y\right)-\log C_{K}\left(r_{j}^{\left(M_{K}\right)}, y\right)\right|>\varepsilon\right)<\varepsilon_{1} .
$$

Thus,

$$
\mathcal{E} \times \mu\left(\exists N_{1} \in \mathbf{N}, \quad \forall N>N_{1},\left|\log C_{K}\left(r_{j}^{\left(M_{N, K}\right)}, \hat{\mathbf{Y}}_{N}\right)-\log C_{K}\left(r_{j}^{\left(M_{K}\right)}, \hat{\mathbf{Y}}_{N}\right)\right|>\varepsilon\right)<\varepsilon_{1}
$$

Therefore, there exists $N_{1} \in \mathbf{N}$ such that for any $N>N_{1}$ and a fixed $K$,

$$
\mathcal{E} \times \mu\left(\left|\log C_{K}\left(r_{j}^{\left(M_{N, K}\right)}, \hat{\mathbf{Y}}_{N}\right)-\log C_{K}\left(r_{j}^{\left(M_{K}\right)}, \hat{\mathbf{Y}}_{N}\right)\right|>\varepsilon\right)<\varepsilon_{1} .
$$

By the same way, from right continuity of $C(r)$, for any $\varepsilon>0$ and $\varepsilon_{2}>0$, there exists $N_{2} \in \mathbf{N}$ such that for any $N>N_{2}$ and a fixed $K$

$$
\mathcal{E} \times \mu\left(\left|\log C\left(r_{j}^{\left(M_{N, K}\right)}\right)-\log C\left(r_{j}^{\left(M_{K}\right)}\right)\right|>\varepsilon\right)<\varepsilon_{2} .
$$

On the other hand, from Lemma 3.4 and Lemma 3.6, for any $\varepsilon>0$ and $\varepsilon_{3}>0$, there exists $N_{3} \in \mathbf{N}$ and $K_{0} \in \mathbf{N}$ such that for any $N>N_{3}$ and $K>K_{0}$,

$$
\mathcal{E} \times \mu\left(\left|\log C_{K}\left(r_{j}^{\left(M_{K}\right)}, \hat{\mathbf{Y}}_{N}\right)-\log C\left(r_{j}^{\left(M_{K}\right)}\right)\right|>\varepsilon\right)<\varepsilon_{3} .
$$

Thus, for any $N>\max \left\{N_{1}, N_{2}, N_{3}\right\}$ and $K>K_{0}$

$$
\mathcal{E} \times \mu\left(\left|\log C_{K}\left(r_{j}^{\left(M_{N, K}\right)}, \hat{\mathbf{Y}}_{N}\right)-\log C\left(r_{j}^{\left(M_{N, K}\right)}\right)\right|>\varepsilon\right) \leq \varepsilon_{1}+\varepsilon_{2}+\varepsilon_{3} .
$$

Consequently,

$$
\lim _{K \rightarrow \infty} \lim _{N \rightarrow \infty} \mathcal{E} \times \mu\left(\max _{0 \leq j \leq L_{N, K}}\left|\log C_{K}\left(r_{j}^{\left(M_{N, K}\right)}, \hat{\mathbf{Y}}_{N}\right)-\log C\left(r_{j}^{\left(M_{N, K}\right)}\right)\right|>\varepsilon\right)=0
$$

Hence, the proof is completed.

## (Proof of Theorem 2.1)

From Lemma 3.1, for any $\varepsilon>0$,

$$
\mathcal{E} \times \mu\left(\left|\hat{\nu}_{N, K}-\nu\right|>\varepsilon\right) \leq \mathcal{E} \times \mu\left(\left|d_{N, K}\right|>\varepsilon / 2\right)+\mathcal{E} \times \mu\left(\left|e_{N, K}\right|>\varepsilon / 2\right)
$$

Hence from Lemma 3.3 and Lemma 3.7,

$$
\lim _{K \rightarrow \infty} \lim _{N \rightarrow \infty} \mathcal{E} \times \mu\left(\left|\hat{\nu}_{N, K}-\nu\right|>\varepsilon\right)=0 .
$$

The proof of Theorem 2.1 is completed.

## References

[1] Chan, K. S. and Tong, H. (2001). Chaos : a statistical perspective, New York: Springer.
[2] Diks, C. (1996). Estimating invariants of noisy atractors, Physical review E 53, 42634266.
[3] Dvořák, I. and Klaschka, J. (1990). Modification of the Grassberger-Procaccia algorighm for estimating the correlation exponent of chaotic systems with high embedding dimension, Physics Letter A, 145, 225-231.
[4] Fueda, K. and Yanagawa, T. (2001). Estimating the embedding dimension and delay time from chaotic time series with dynamic noise, Journal of the Japan Statistical Society, 31, No.1, 27-38.
[5] Grassberger, P. and Procaccia, I. (1983a). Characterization for Strange Attractors, Physical Review Letters, 50, No.5, 346-349.
[6] Grassberger, P. and Procaccia, I. (1983b). Measuring the strangeness of strange attractors, Physica D, 9, No.5, 189-208.
[7] Kawaguchi, A. (2002). Estimating the correlation dimension from chaotic dynamical systems by U-statistics, Bulletin of Informatics and Cybernetics, 34, No.2, 143-150.
[8] Kawaguchi, A. Consistency of the correlation dimension estimator from a chaotic system, To appear in Bulletin of Informatics and Cybernetics, 35, 2003.
[9] Kugiumtzis, D. (1997). Correction of the Correlation Dimension for Noisy Time Series, International Journal of Bifurcation and Chaos, 7, No 6, 1283-1294.
[10] Oltmans, H. and Verheijen, P. J. T. (1997). The influence of noise on power law scaling functions and an algorithm for dimension estimations, Physal Review E, 56, 1160.
[11] Ramsey, J. B. and Yuan, H. J. (1989). Bias and error bars in dimension calculations and their evaluation in some simple-models, Physica Letters A, 134, No.5, 287-297.
[12] Ramsey, J. B. and Yuan, H. J. (1990). The Statistical Properties of Dimension Calculations Using Small Data Sets, Nonlinearity, 3, No.1, 155-176.
[13] Serinko, R. J. (1994). A Consistent Approach to Least Squares Estimation of Correlation Dimension in Weak Bernoulli Dynamical Systems, The annals of Applied Probability, 4, No.4, 1234-1254.
[14] Smith, R. L. (1992). Estimation Dimension in Noisy Chaotic Time Series, Journal of the Royal Statistical Society B, 54, No.2, 329-351.
[15] Wolff, R. (1990). A note on the behaviour of the correlation integral in the presence of a time series, Biometrika, 77, 689-697.
[16] Yonemoto, K. and Yanagawa, T. (2001). Estimating the embedding dimension and delay time of chaotic time series by an autoregressive model, Bulletin of Informatics and Cybernetics, 33, No.1-2, 53-62.
[17] Yonemoto, K. and Yanagawa, T. (2003). Estimating the Lyapunov Exponent from Chaotic Time Series with Dynamic Noise, preprint.

# List of MHF Preprint Series, Kyushu University <br> 21st Century COE Program <br> Development of Dynamic Mathematics with High Functionality 

## MHF

2003-1 Mitsuhiro T. NAKAO, Kouji HASHIMOTO \& Yoshitaka WATANABE
A numerical method to verify the invertibility of linear elliptic operators with applications to nonlinear problems

2003-2 Masahisa TABATA \& Daisuke TAGAMI
Error estimates of finite element methods for nonstationary thermal convection problems with temperature-dependent coefficients

2003-3 Tomohiro ANDO, Sadanori KONISHI \& Seiya IMOTO
Adaptive learning machines for nonlinear classification and Bayesian information criteria

2003-4 Kazuhiro YOKOYAMA
On systems of algebraic equations with parametric exponents
2003-5 Masao ISHIKAWA \& Masato WAKAYAMA
Applications of Minor Summation Formulas III, Plücker relations, Lattice paths and Pfaffian identities

2003-6 Atsushi SUZUKI \& Masahisa TABATA
Finite element matrices in congruent subdomains and their effective use for large-scale computations

2003-7 Setsuo TANIGUCHI
Stochastic oscillatory integrals - asymptotic and exact expressions for quadratic phase functions -

2003-8 Shoki MIYAMOTO \& Atsushi YOSHIKAWA
Computable sequences in the Sobolev spaces
2003-9 Toru FUJII \& Takashi YANAGAWA
Wavelet based estimate for non-linear and non-stationary auto-regressive model

## 2003-10 Atsushi YOSHIKAWA

Maple and wave-front tracking - an experiment
2003-11 Masanobu KANEKO
On the local factor of the zeta function of quadratic orders
2003-12 Hidefumi KAWASAKI
Conjugate-set game for a nonlinear programming problem

2004-1 Koji YONEMOTO \& Takashi YANAGAWA
Estimating the Lyapunov exponent from chaotic time series with dynamic noise

2004-2 Rui YAMAGUCHI, Eiko TSUCHIYA \& Tomoyuki HIGUCHI
State space modeling approach to decompose daily sales of a restaurant into time-dependent multi-factors

2004-3 Kenji KAJIWARA, Tetsu MASUDA, Masatoshi NOUMI, Yasuhiro OHTA \& Yasuhiko YAMADA
Cubic pencils and Painlevé Hamiltonians
2004-4 Atsushi KAWAGUCHI, Koji YONEMOTO \& Takashi YANAGAWA
Estimating the correlation dimension from a chaotic system with dynamic noise


[^0]:    *Graduate School of Mathematics, Kyushu University, 6-10-1 Hakozaki, Fukuoka 812-8581, JAPAN
    ${ }^{\dagger}$ Graduate School of Medical Sciences, Kyushu University, Health C\&C Center, Kubara 1822-1, Hisayama Town, Kasuya-gun, Fukuoka 811-2501, JAPAN
    ${ }^{\ddagger}$ Graduate School of Mathematics, Kyushu University, 6-10-1 Hakozaki, Fukuoka 812-8581, JAPAN

