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Abstract—A learning algorithm for single layer perceptrons is proposed. First, cone-like domains, each of which is mapped by the perceptron network into almost an associative pattern, are derived. The learning algorithm is obtained as a process that enlarges the cone-like domains. For autoassociative networks, it is shown that the cone-like domains become domains of attraction for stored patterns in the network. In this case, extended domains of attraction are also obtained by feeding the outputs of the network back to the input layer. In computer simulations, character recognition ability of the autoassociative network is examined.
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1. INTRODUCTION

Associative memory networks have been studied mainly from two aspects. One of them concerns learning algorithms for the networks, and the other their recalling ability.

There are several learning algorithms of associative memory networks such as the correlation recording, the generalized-inverse recording (Kohonen, 1984), and the Hopfield algorithm (Hassoun & Song, 1992). These learning techniques have been surveyed in (Hassoun, 1991) together with the capacity and performance of associative memories. Recently, a perceptron learning method on incorporating basins of attraction is proposed (Brouwer, 1995).

Storage capacity of associative memories has been studied by McEliece et al. (1987), Cottrell (1988), Amari (1990), and Kohring (1993), from the viewpoint of domains of attraction in a binary-valued vector space.

Our recent papers Niijima (1994) and Niijima (1995) have treated associative memory networks in a real-valued vector space. We have derived domains of attraction of the networks, and proposed some learning algorithms of the networks based on the domains. In Niijima (1994), domains of attraction for autoassociative memories have been derived under equality associative conditions. Associative conditions, however, are not necessarily of equality type. Equality associative conditions restrict the number of stored patterns and the size of domains of attraction. In Niijima (1995), we relaxed these equality associative conditions into inequality associative ones. Under the relaxed conditions, we derived domains of attraction and gave a learning algorithm based on the domains. However, the domains are much smaller in comparison with domains obtained by a perceptron classifier.

In this paper, we derive cone-like domains, each of which is mapped to almost an associative pattern, under the associative conditions of inequality type. These domains are much larger than those obtained in Niijima (1994) and Niijima (1995), and reasonable from the viewpoint of partitioning the input space by hyperplanes. It is shown that these domains are mutually disjoint. These results are given in Section 2.

The boundaries of the cone-like domain consist of some hyperplanes including undetermined weights and thresholds in the network. It is desirable to determine the weights and thresholds so that the cone-like domain becomes as large as possible. The cone-like domain is a union of a cone and some stripes. To expand the cone and to enlarge the stripes, we derive a functional to be minimized. The functional is minimized under the inequality associative conditions. We adopt a penalty method to solve the minimization problem subject to the inequality constraints. The functional with penalty terms can be minimized using a variety of gradient methods. The minimization process gives a learning algorithm of the network. These are described in Section 3.

Our theory developed in Sections 2 and 3 is applied to analyze autoassociative networks. We put on the network the condition that when a binary valued stored pattern is input in the network, almost the same pattern is output. This condition is expressed in an inequality form and the above theory is applied to obtain domains each of which is mapped by the network function to almost a stored pattern. We show by the contraction mapping theorem that the function has a unique fixed point in the domain, which is extremely near a stored pattern. This implies that the domain is attractive and that the fixed point is its attractor. We further find extended domains of attraction larger than the original domain of attraction. Connection weights
of the network are determined using the learning technique in Section 3. These are given in Section 4.

In computer simulations in Section 5, an autoassociative network is learnt by our algorithm using the English alphabet and its recognition ability is verified by checking which domain some randomly noised patterns are contained in. Concluding remarks are described in Section 6.

2. CONE-LIKE DOMAINS OF STORED PATTERNS

Let \( n \) be the number of input nodes, and \( \ell \) the number of output units. We consider a single layer neural network:

\[
y_i = f\left(\sum_{k=1}^{n} w_{ik} x_k - \theta_i\right), \quad i = 1, 2, ..., \ell, \tag{1}
\]

where \( w_{ik} \) denote weights connecting the input nodes and the output layer, and \( \theta_i \) threshold parameters. The function \( f(t) \) indicates the sigmoid function:

\[
f(t) = \frac{1}{1 + \exp(-t)}.
\]

The equation (1) is expressed using the inner product symbol \( \cdot \) as

\[
y_i = f(W_i \cdot x - \theta_i), \quad i = 1, 2, ..., \ell, \tag{2}
\]

where \( W_i = \{w_{i1}, w_{i2}, ..., w_{in}\} \) with the transpose symbol \( t \). Putting further \( \varphi(x) = t(\varphi_1(x), \varphi_2(x), ..., \varphi_\ell(x)) \) and \( y = t(y_1, y_2, ..., y_\ell) \), we write (2) as

\[
y = \varphi(x).
\]

Let \( x^\nu, \nu = 1, 2, ..., m \), denote patterns to be stored in the network (2), and \( \varepsilon \) be a sufficiently small positive number. We impose on the network the associative condition that when \( x^\nu \) is input into (2), a number smaller than \( \varepsilon \) or larger than \( 1 - \varepsilon \) is output, namely,

\[
\varphi_i(x^\nu) \leq \varepsilon \quad \text{or} \quad \varphi_i(x^\nu) \geq 1 - \varepsilon.
\]

The aim of this paper is to clarify a domain whose any element is recognized as the stored pattern \( x^\nu \), under the imposed associative condition, and to derive a learning algorithm of the network based on the domain.

Let us define two sets of indexes \( i \), depending on the index \( \nu \) of the stored pattern \( x^\nu \):

\[
I_{\nu,-} = \{ i \mid \varphi_i(x^\nu) \leq \varepsilon \}, \quad I_{\nu,+} = \{ i \mid \varphi_i(x^\nu) \geq 1 - \varepsilon \}.
\]

Of course, \( I_{\nu,-} \cup I_{\nu,+} = \{ 1, 2, ..., \ell \} \) holds. We shall derive an equivalent condition to \( \varphi_i(x^\nu) \leq \varepsilon \) for \( i \in I_{\nu,-} \). Since \( s = f(t) \) is monotonically increasing and has the inverse function \( t = \ln(s/(1 - s)) \), we have

\[
W_i \cdot x^\nu - \theta_i \leq -\ln \frac{1 - \varepsilon}{\varepsilon}, \quad i \in I_{\nu,-}, \quad \nu = 1, 2, ..., m.
\]

Similarly, the condition \( \varphi_i(x^\nu) \geq 1 - \varepsilon \) for \( i \in I_{\nu,+} \) is equivalent to

\[
W_i \cdot x^\nu - \theta_i \geq \ln \frac{1 - \varepsilon}{\varepsilon}, \quad i \in I_{\nu,+}, \quad \nu = 1, 2, ..., m.
\]

We fix \( \nu \) and consider a domain of \( x \) satisfying

\[
\varphi_i(x) \leq \varphi_i(x^\nu), \quad i \in I_{\nu,-} \tag{5}
\]

and

\[
\varphi_i(x^\nu) \leq \varphi_i(x), \quad i \in I_{\nu,+}. \tag{6}
\]

The condition (5) means \( f(W_i \cdot x - \theta_i) \leq f(W_i \cdot x^\nu - \theta_i) \) for \( i \in I_{\nu,-} \), which is equivalent to

\[
W_i \cdot (x - x^\nu) \leq 0, \quad i \in I_{\nu,-}.
\]

Similarly, (6) is equivalent to

\[
W_i \cdot (x - x^\nu) \geq 0, \quad i \in I_{\nu,+}.
\]

Therefore, the domain of \( x \) satisfying (5) and (6) can be represented as

\[
\text{Cone}(x^\nu) = \{ x \mid W_i \cdot (x - x^\nu) \leq 0, \quad i \in I_{\nu,-}, \quad W_i \cdot (x - x^\nu) \geq 0, \quad i \in I_{\nu,+} \}.
\]

This domain is a cone with the root \( x^\nu \), and is deeply related to a partitioning of the input space by the hyperplanes of the network (2). Indeed, it holds for \( x \in \text{Cone}(x^\nu) \) that

\[
W_i \cdot x - \theta_i \leq W_i \cdot x^\nu - \theta_i \leq -\ln \frac{1 - \varepsilon}{\varepsilon}, \quad i \in I_{\nu,-} \tag{7}
\]

and

\[
W_i \cdot x - \theta_i \geq W_i \cdot x^\nu - \theta_i \geq \ln \frac{1 - \varepsilon}{\varepsilon}, \quad i \in I_{\nu,+} \tag{8}
\]

which are similar to the partitioning condition

\[
W_i \cdot x - \theta_i < 0 \quad \text{or} \quad > 0, \tag{9}
\]

although (7) and (8) are stronger than (9). In \( \text{Cone}(x^\nu) \), we have a quantitative result.

**Lemma.** For any \( x \in \text{Cone}(x^\nu) \), we have

\[
\varphi_i(x) \leq \varepsilon, \quad i \in I_{\nu,-}, \tag{10}
\]

\[
\varphi_i(x) \geq 1 - \varepsilon, \quad i \in I_{\nu,+}. \tag{11}
\]

We further have, for any \( x, \hat{x} \in \text{Cone}(x^\nu) \),

\[
|\varphi_i(x) - \varphi_i(\hat{x})| \leq \varepsilon |W_i \cdot (x - \hat{x})|, \quad i = 1, 2, ..., \ell. \tag{12}
\]
Proof. The inequalities (10) and (11) follow immediately from (5) and the definition of $I_{\nu,-}$, and from (6) and the definition of $I_{\nu,+}$, respectively.

The inequality (12) is obtained by using the mean value theorem. By the derivative $f'(t) = f(t)(1 - f(t))$, we have

$$
\varphi_i(x) - \varphi_i(\bar{x}) = f(W_i \cdot x - \theta_i) - f(W_i \cdot \bar{x} - \theta_i) = f(\bar{\theta})(1 - f(\bar{\theta})) W_i \cdot (x - \bar{x}),
$$

where $\bar{\theta} = W_i \cdot (\lambda x + (1 - \lambda)\bar{x}) - \theta_i$ with $0 < \lambda < 1$. Putting $\bar{x} = \lambda x + (1 - \lambda)\bar{x}$, we further have

$$
\varphi_i(x) - \varphi_i(\bar{x}) = \varphi_i(\bar{x})(1 - \varphi_i(\bar{x})) W_i \cdot (x - \bar{x}).
$$

Since $\bar{x}$ belongs to $Cone(x^\nu)$ because of its convexity, we obtain (12) from the first results (10) and (11).

The inequalities (10) and (11) mean that any pattern in $Cone(x^\nu)$ is recognized as the stored pattern $x^\nu$.

Next, we shall introduce a domain $D_\mu(x^\nu)$ larger than $Cone(x^\nu)$, whose any pattern can also be recognized as $x^\nu$.

$$
D_\mu(x^\nu) = \{x \mid W_i \cdot (x - x^\nu) \leq \rho |W_i \cdot x^\nu - \theta_i|, \quad i \in I_{\nu,-},
W_i \cdot (x - x^\nu) \geq -\rho |W_i \cdot x^\nu - \theta_i|, \quad i \in I_{\nu,+}\},
$$

where $\rho$ satisfies $0 < \rho < 1$. It is obvious that $Cone(x^\nu) \subset D_\mu(x^\nu)$. The domains $Cone(x^\nu)$ and $D_\mu(x^\nu)$ are illustrated below.

![FIGURE 1. Cone(x^\nu) and D_\mu(x^\nu).](image)

For any $x \in D_\mu(x^\nu)$, it holds that

$$
W_i \cdot x - \theta_i \leq (1 - \rho) (W_i \cdot x^\nu - \theta_i) \leq -(1 - \rho) \ln \frac{1 - \varepsilon}{\varepsilon} / \varepsilon, \quad i \in I_{\nu,-}
$$

and

$$
W_i \cdot x - \theta_i \geq (1 - \rho) (W_i \cdot x^\nu - \theta_i) \geq (1 - \rho) \ln \frac{1 - \varepsilon}{\varepsilon}, \quad i \in I_{\nu,+}
$$

These conditions approach to the partitioning condition (9) when $\rho$ tends to 1.

The results in Lemma can be extended to the domain $D_\mu(x^\nu)$ as follows.

**THEOREM 1.** For any $x \in D_\mu(x^\nu)$, we have

$$
\varphi_i(x) \leq \varepsilon^{1 - \rho}, \quad i \in I_{\nu,-},
$$

and

$$
\varphi_i(x) \geq 1 - \varepsilon^{1 - \rho}, \quad i \in I_{\nu,+}.
$$

Furthermore, we have for any $x$, $\bar{x} \in D_\mu(x^\nu)$,

$$
|\varphi_i(x) - \varphi_i(\bar{x})| \leq \varepsilon^{1 - \rho} |W_i \cdot (x - \bar{x})|, \quad i = 1, 2, \ldots, l.
$$

Proof. For $i \in I_{\nu,-}$, the inequality (13) and the monotonicity of $f_i(t)$ leads us to

$$
f(W_i \cdot x - \theta_i) \leq f((-1 - \rho) \ln \frac{1 - \varepsilon}{\varepsilon}).
$$

Applying the inequality

$$
(1 - \rho) \ln \frac{1 - \varepsilon}{\varepsilon} \geq \ln \frac{1 - \varepsilon^{1 - \rho}}{\varepsilon^{1 - \rho}},
$$

to (18), we have

$$
f(W_i \cdot x - \theta_i) \leq f(\ln \frac{1 - \varepsilon^{1 - \rho}}{1 - \varepsilon^{1 - \rho}}) = \varepsilon^{1 - \rho},
$$

which proves (15).

For $i \in I_{\nu,+}$, we have from (14) and with the aid of (19),

$$
f(W_i \cdot x - \theta_i) \geq f(\ln \frac{1 - \varepsilon^{1 - \rho}}{\varepsilon^{1 - \rho}}) = 1 - \varepsilon^{1 - \rho},
$$

which implies (16).

The estimate (17) is derived in the same way as in Lemma.

**COROLLARY.** If $I_{\nu,-} \neq I_{\mu,-}$ for $\nu \neq \mu$, then the domains $D_\mu(x^\nu)$ and $D_\mu(x^\mu)$ are disjoint.

Proof. This result can be shown using proof by contradiction. By $I_{\nu,-} \neq I_{\mu,-}$, there exists an index $i^*$ such that $i^* \in I_{\nu,-}$ and $i^* \notin I_{\mu,-}$. Since $I_{\mu,-} \cup I_{\mu,+} = \{1, 2, \ldots, l\}$, the index $i^*$ belongs to $I_{\mu,+}$. Suppose that $D_\mu(x^\nu) \cap D_\mu(x^\mu) \neq \emptyset$, where $\emptyset$ denotes the empty set. Then there exists $x^* \in D_\mu(x^\nu) \cap D_\mu(x^\mu)$. From $x^* \in D_\mu(x^\nu)$ and $i^* \in I_{\nu,-}$, we have

$$
\varphi_{i^*}(x^*) \leq \varepsilon^{1 - \rho}.
$$

On the other hand, we obtain from $x^* \in D_\mu(x^\mu)$ and $i^* \in I_{\mu,+}$,

$$
\varphi_{i^*}(x^*) \geq 1 - \varepsilon^{1 - \rho}.
$$
which contradicts (20).

This corollary means that the domains \( D_{\nu}(x^\nu) \), \( \nu = 1, 2, \ldots, m \), can be classified if target patterns for \( x^\nu, \nu = 1, 2, \ldots, m \), are different from each other.

It is desirable for the domain \( D_{\nu}(x^\nu) \) to be as large as possible. In Section 3, we propose a method for determining weights and thresholds of the network so that \( D_{\nu}(x^\nu) \) becomes large.

### 3. LEARNING ALGORITHM

Classification ability of the network (2) can be measured by the size of the domain \( D_{\nu}(x^\nu) \) in Theorem 1. It is desirable for the domain to be as large as possible. The domain \( D_{\nu}(x^\nu) \) is a union of the cone \( \text{Cone}(x^\nu) \) and the stripe \( \text{Str}(x^\nu) \):

\[
\text{Str}(x^\nu) = \{ x \mid 0 < W_i \cdot (x - x^\nu) \leq \rho |W_i| \cdot x^\nu - \theta_i |, \ i \in I_{\nu,-}, \ 0 > W_i \cdot (x - x^\nu) \geq -\rho |W_i| \cdot x^\nu - \theta_i |, i \in I_{\nu,+}. \}
\]

Therefore, the domain \( D_{\nu}(x^\nu) \) can be enlarged by expanding both \( \text{Str}(x^\nu) \) and \( \text{Cone}(x^\nu) \).

The first task is to expand the stripe \( \text{Str}(x^\nu) \). The width of stripe between the hyperplanes \( W_i \cdot (x - x^\nu) = 0 \) and \( W_i \cdot (x - x^\nu) = \rho |W_i| \cdot x^\nu - \theta_i | \) is given by

\[
\rho |W_i| \cdot x^\nu - \theta_i |, \quad (21)
\]

which was derived in Niijima (1995). We want to determine \( W_i \) and \( \theta_i \) so as to maximize \( (21) \). However, the quantity \( (21) \) depends on the index \( \nu \) and so \( \sum_{\nu=1}^m (W_i \cdot x^\nu - \theta_i) \) is maximized, that is,

\[
\sum_{\nu=1}^m (W_i \cdot x^\nu - \theta_i)^2 = \sum_{\nu=1}^m (W_i \cdot x^\nu - \theta_i)^2 \tag{22}
\]

is minimized. The next task is to expand the cone \( \text{Cone}(x^\nu) \). The relation between \( \text{Cone}(x^\nu) \) and its boundaries is given below.

![FIGURE 2. \text{Cone}(x^\nu) \) and its boundaries.](image)

The domain \( \text{Cone}(x^\nu) \) is an intersection of wedge-shaped domains each of which lies between the hyperplanes \( H_i : W_i \cdot (x - x^\nu) = 0 \) for \( i \in I_{\nu,-} \) and \( H_j : W_j \cdot (x - x^\nu) = 0 \) for \( j \in I_{\nu,+} \). To enlarge the wedge-shaped domain between \( H_i \) and \( H_j \), it suffices to maximize an angle \( \gamma \) at which \( H_i \) and \( H_j \) cross. This maximization implies the minimization of

\[
\cos \gamma = \frac{W_i \cdot W_j}{\|W_i\| \|W_j\|} \tag{23}
\]

where \( \| \cdot \| \) denotes the Euclidean norm. This minimization is done only for a pair \((i, j)\) satisfying \( i \in I_{\nu,-} \) and \( j \in I_{\nu,+} \) for at least one \( \nu \). For latter convenience, we denote by \( S \) the set of \((i, j)\) belonging to \( I_{\nu,-} \times I_{\nu,+} \) for at least one \( \nu \).

We next focus on the inequality associative conditions (3) and (4). Introducing two index sets

\[
N_{\nu,-} = \{ \nu \mid \varphi_i(x^\nu) \leq \epsilon \}, \quad N_{\nu,+} = \{ \nu \mid \varphi_i(x^\nu) \geq 1 - \epsilon \},
\]

we rewrite (3) and (4) as

\[
W_i \cdot x^\nu - \theta_i \leq -\ln \frac{1 - \epsilon}{\epsilon}, \quad \nu \in N_{\nu,-}, \quad i = 1, 2, \ldots, \ell, \tag{24}
\]

\[
W_i \cdot x^\nu - \theta_i \geq \ln \frac{1 - \epsilon}{\epsilon}, \quad \nu \in N_{\nu,+}, \quad i = 1, 2, \ldots, \ell, \tag{25}
\]

respectively.

Learning of connection weights is done by minimizing a weighted sum of (22) and (23) under the conditions (24) and (25). The formulation of this minimization problem by the penalty method is

\[
\sum_{i=1}^\ell \sum_{\nu=1}^m \frac{\|W_i\|^2}{\|W_i\|^2} + C_1 \sum_{i < j} \frac{W_i \cdot W_j}{\|W_i\| \|W_j\|} + C_3 \sum_{i=1}^\ell \left( \sum_{\nu \in N_{\nu,-}} \ln \frac{1 - \epsilon}{\epsilon} + W_i \cdot x^\nu - \theta_i \right)_+^2 + \sum_{\nu \in N_{\nu,+}} \left( \ln \frac{1 - \epsilon}{\epsilon} - W_i \cdot x^\nu + \theta_i \right)_+^2 \quad \rightarrow \min, \tag{26}
\]

where \( z_+^2 = z^2 \) for \( z > 0 \), 0 otherwise, and \( C_1 \) and \( C_3 \) denote penalty constants. In actual computation, however, we minimize the following functional to avoid numerical instability:

\[
J = \sum_{i=1}^\ell \sum_{\nu=1}^m \frac{1}{\|W_i\|^2} + C_1 \sum_{i < j} V_i \cdot V_j + C_3 \sum_{i=1}^\ell \left( \sum_{\nu \in N_{\nu,-}} (\alpha + \beta_i (V_i \cdot x^\nu - \eta_i))_+^2 + \sum_{\nu \in N_{\nu,+}} (\alpha + \beta_i (V_i \cdot x^\nu - \eta_i))_+^2 \right)
\]
network, we have the following results.

If we employ these index sets, Theorem 1 holds for

3 can be applied to compute the connection weights

mutually disjoint. Hence, our learning algorithm in Section

1,-,2,...,m, are assumed to be (0, 1)−valued vectors. We impose on the

network the following condition for $x^v = (x^v_1, x^v_2, ..., x^v_
u)$:

$$\varphi_i(x^v) \begin{cases} 
\geq 1 - \varepsilon, & x^v_i = 1, \\
\leq \varepsilon, & x^v_i = 0.
\end{cases}$$

(27)

The condition (27) means that for the input pattern $x^v$, a pattern extremely near $x^v$ is output, because $\varepsilon$ is small enough. Namely, the network satisfying (27) is almost of autoassociative type. However, the stored pattern $x^v$ itself is not a fixed point of $\varphi$, namely, $x^v \neq \varphi(x^v)$. In Theorem 2 below, we show that there exists a pattern $x^{\nu,*}$ extremely near $x^v$ such that $x^{\nu,*} = \varphi(x^{\nu,*})$.

The condition (27) can be written as (3) and (4), but now $I_{\nu,-} = \{ i \mid x^v_i = 0 \}$ and $I_{\nu,+} = \{ i \mid x^v_i = 1 \}$. From now on, we employ these index sets. Theorem 1 holds for such a network and the domains $D_t(x^v)$, $\nu = 1, 2, ..., m$, are mutually disjoint. Hence, our learning algorithm in Section 3 can be applied to compute the connection weights $W_i$ and the threshold parameters $\theta_i$ of the present network. For this network, we have the following results.

**Theorem 2.** For any $x, \bar{x} \in D_\rho(x^v)$, we have

$$\|\varphi(x) - \varphi(\bar{x})\| \leq \kappa \|x - \bar{x}\|,$$

where

$$\kappa = \sqrt{\frac{\nu}{\sum_{i=1}^{\nu} |W_i|^2} \varepsilon^{1-\rho}}.$$

If $\varepsilon$ is sufficiently small so as to satisfy $\kappa < 1$, the function $\varphi$ becomes a contractive mapping in $D_\rho(x^v)$.

Moreover, the equation $x = \varphi(x)$ has a unique solution $x^{\nu,*}$ in $D_\rho(x^v)$ satisfying

$$\|x^{\nu,*} - x^v\| \leq \frac{\sqrt{\nu \varepsilon}}{1 - \kappa}.$$

(28)

**Proof.** Estimating (17) using Schwarz’ inequality leads to

$$|\varphi_i(x) - \varphi_i(\bar{x})| \leq \varepsilon^{1-\rho} |W_i| \|x - \bar{x}\|.$$

Summing up both sides after squared, we obtain the first assertion.

The latter can be proved by the contraction mapping theorem (Rall, 1969). Before applying this theorem, we describe a simple geometrical notion. We find the distance from $x^v$ to the boundary of $D_\rho(x^v)$, which consists of the hyperplanes

$$G_i : W_i \cdot (x - x^v) = \begin{cases} 
\rho |W_i| \cdot x^v - \theta_i, & i \in I_{\nu,-}, \\
-\rho |W_i| \cdot x^v - \theta_i, & i \in I_{\nu,+}.
\end{cases}$$

Since $W_i$ is a normal vector for $G_i$, a vector $x$ from $x^v$ with the direction $W_i$ is represented as $x = x^v + a W_i$. From $x \in G_i$, we obtain $a = \pm \rho |W_i| \cdot x^v - \theta_i$ and hence, the distance is given by $\rho |W_i| \cdot x^v - \theta_i$, which is larger than $\rho \ln((1 - \varepsilon)/\varepsilon)$ because of (3) and (4). Therefore, the ball

$$B_\delta(x^v) = \{ x \mid \|x - x^v\| \leq \delta, \quad \delta = \rho \ln \frac{1 - \varepsilon}{\varepsilon} \}$$

is contained in $D_\rho(x^v)$. We put $b = \|\varphi(x^v) - x^v\|/(1 - \kappa)$. By the contraction mapping theorem, $\varphi$ has a fixed point $x^{\nu,*}$ in $B_\delta(x^v)$, namely, $x^{\nu,*} = \varphi(x^{\nu,*})$ holds. Furthermore, we have

$$\|x^{\nu,*} - x^v\| \leq b.$$

Since $b \leq \sqrt{\nu \varepsilon}/(1 - \kappa)$ by (27), we obtain (28).

In the present network, we can feed the output back to the input. Namely, we can generate $\{x^{(r)}\}_{r=0,1,...}$ by the iteration

$$x^{(r+1)} = \varphi(x^{(r)}), \quad r = 0, 1, ...,$$

where $x^{(0)}$ is in $D_\rho(x^v)$. This sequence converges to the fixed point $x^{\nu,*}$. Therefore, we may say $D_\rho(x^v)$ a domain of attraction.

For latter analysis, it is needed to introduce the domain $D_\rho(x^{\nu,*})$ instead of $D_\rho(x^v)$. Since $x^{\nu,*}$ is extremely near $x^v$, the domain $D_\rho(x^{\nu,*})$ is almost equal to $D_\rho(x^v)$. If $x^{\nu,*} \in \text{Cone}(x^v)$, then the inclusion $D_\rho(x^{\nu,*}) \subset D_\rho(x^v)$ holds and hence, Theorem 1 is valid in $D_\rho(x^{\nu,*})$. If not so, Theorem 1 does not hold in $D_\rho(x^{\nu,*})$. We have therein a weakened result of Theorem 1.

**Theorem 3.** Suppose that $\varepsilon$ is small enough so as to satisfy $\kappa < 1$ and

$$\sqrt{\frac{\nu \varepsilon}{1 - \kappa}} \max_{i=1,2, ..., \nu} |W_i| \leq \frac{1}{2} \ln \frac{1 - \varepsilon}{\varepsilon}.$$ 

(29)

Then, we have for any $x \in D_\rho(x^{\nu,*})$,

$$\varphi_i(x) \leq \varepsilon^{(1-\rho)/2}, \quad i \in I_{\nu,-},$$

$$\varphi_i(x) \geq 1 - \varepsilon^{(1-\rho)/2}, \quad i \in I_{\nu,+}.$$

Furthermore, we have for any $x, \bar{x} \in D_\rho(x^{\nu,*})$,

$$|\varphi_i(x) - \varphi_i(\bar{x})| \leq \varepsilon^{(1-\rho)/2} |W_i| \cdot (x - \bar{x}), \quad i = 1, 2, ..., \nu.$$ 

(30)
Proof. From \( x \in D_p(z^{v^*}) \), we have for \( i \in I_{v,-} \),
\[
W_i \cdot x - \theta_i \leq W_i \cdot z^{v^*} - \theta_i + \rho |W_i \cdot z^{v^*} - \theta_i|.
\] (31)

Using (3), the term \( W_i \cdot z^{v^*} - \theta_i \) is estimated as
\[
W_i \cdot z^{v^*} - \theta_i = W_i \cdot z^v - \theta_i + W_i \cdot (z^{v^*} - z^v) \\
\leq -\ln \frac{1-\varepsilon}{\varepsilon} + \|W_i\| \|z^{v^*} - z^v\|.
\]

A further estimation by (28) and (29) yields \( W_i \cdot (\varphi(u) - z^{v^*}) \).

\[
W_i \cdot (\varphi(u) - z^{v^*}) \leq \|W_i\| \|\varphi(u) - z^{v^*}\| \\
\leq \frac{\rho}{2} \ln \frac{1-\varepsilon}{\varepsilon},
\]

where we have used (32) and (33) in the second line. Remembering here the inequality \( |W_i \cdot z^{v^*} - \theta_i| \geq 1/2 \ln((1-\varepsilon)/\varepsilon) \) which was used in the proof of Theorem 3, we obtain
\[
W_i \cdot (\varphi(u) - z^{v^*}) \leq 0 |W_i \cdot z^{v^*} - \theta_i|.
\]

Similarly, we have for \( i \in I_{v,+} \),
\[
W_i \cdot x - \theta_i \geq -\frac{\rho}{2} \ln \frac{1-\varepsilon}{\varepsilon}.
\]

Similarly, we obtain for \( i \in I_{v,-} \),
\[
W_i \cdot x - \theta_i \geq \frac{\rho}{2} \ln \frac{1-\varepsilon}{\varepsilon}.
\]

The remaining proof can be done along exactly the same line as in Theorem 1. ■

The first part of Theorem 3 asserts that any pattern in \( D_p(z^{v^*}) \) is recognized as the pattern \( z^{v^*} \). From the second assertion (30), it follows that the network function \( \varphi \) is contractive in \( D_p(z^{v^*}) \) provided \( \varepsilon \) is sufficiently small. Thus \( D_p(z^{v^*}) \) also becomes a basin of attraction.

Let \( \varphi^0 \) be the identity mapping in \( R^n \) and define \( \varphi^q, q \geq 1, \) by \( \varphi^q(x) = \varphi(\varphi^{q-1}(x)) \) recursively. We define a domain of \( x \) whose \( q \)-step recall \( \varphi^q(x) \) belongs to \( D_p(z^{v^*}) \).

\[
D_p^q(z^{v^*}) = \{ x \mid W_i \cdot (\varphi^q(x) - z^{v^*}) \leq \rho |W_i \cdot z^{v^*} - \theta_i|, \}
\]

\[
i \in I_{v,-},
\]

\[
W_i \cdot (\varphi^q(x) - z^{v^*}) \geq -\rho |W_i \cdot z^{v^*} - \theta_i|, \]

\[
i \in I_{v,+} \},
\]

where \( D_p^q(z^{v^*}) = D_p(z^{v^*}) \). Let \( x \) be any pattern in \( D_p^q(z^{v^*}) \). Then \( \varphi^q(x) \) belongs to a domain of attraction \( D_p(z^{v^*}) \). Therefore, we may say \( D_p^q(z^{v^*}) \) also a domain of attraction. It will be shown below that \( D_p^q(z^{v^*}) \) expand together with the recalling step \( q \).

THEOREM 4. Suppose that \( \varepsilon \) satisfies the assumption of Theorem 3 and
\[
\sqrt{n} \left( \varepsilon + \varepsilon^{(1-\rho)/2} \right) \max_{i=1,2,...,n} \|W_i\| \leq \frac{\rho}{2} \ln \frac{1-\varepsilon}{\varepsilon}.
\] (32)

Then we have the inclusions
\[
D_p(z^{v^*}) = D_p^0(z^{v^*}) \subset D_p^1(z^{v^*}) \subset D_p^2(z^{v^*}) \subset ...
\]

Proof. It suffices to prove \( D_p^q(z^{v^*}) \subset D_p^{q+1}(z^{v^*}) \) for any \( q \geq 0 \). Let \( x \) be any pattern in \( D_p^q(z^{v^*}) \). From the definition of the domain, \( \varphi^q(x) \) belongs to \( D_p(z^{v^*}) \). Put

\[ u = \varphi^q(x). \]

By the first assertion of Theorem 3 and the property of \( z^{v^*} \), we have \( |\varphi_i(u) - z_i^{v^*}| \leq \varepsilon + \varepsilon^{(1-\rho)/2} \) for all \( i \). Therefore,
\[
\| \varphi(u) - z^{v^*} \| \leq \sqrt{n} \left( \varepsilon + \varepsilon^{(1-\rho)/2} \right).
\] (33)

To prove \( x \in D_p^{q+1}(z^{v^*}) \), it suffices to show that \( \varphi(u) \) is in \( D_p(z^{v^*}) \). For the purpose, we estimate \( W_i \cdot (\varphi(u) - z^{v^*}) \).

\[
W_i \cdot (\varphi(u) - z^{v^*}) \leq \|W_i\| \|\varphi(u) - z^{v^*}\| \\
\leq \frac{\rho}{2} \ln \frac{1-\varepsilon}{\varepsilon},
\]

where we have used (32) and (33) in the second line. Remembering here the inequality \( |W_i \cdot z^{v^*} - \theta_i| \geq 1/2 \ln((1-\varepsilon)/\varepsilon) \) which was used in the proof of Theorem 3, we obtain
\[
W_i \cdot (\varphi(u) - z^{v^*}) \leq 0 |W_i \cdot z^{v^*} - \theta_i|.
\]

Similarly, we have for \( i \in I_{v,+} \),
\[
W_i \cdot (\varphi(u) - z^{v^*}) \geq -\rho |W_i \cdot z^{v^*} - \theta_i|.
\]

These show that \( \varphi(u) \) is in \( D_p(z^{v^*}) \). ■

In the same way as the proof in Corollary, it is shown that the domains \( D_p^q(z^{v^*}) \) and \( D_p^q(z^{v^*}) \) are disjoint for any \( p, q \geq 0 \) and \( \nu \neq \mu \).

5. SIMULATIONS

For computer simulations, we store the alphabet of Figure 3 in the autoassociative network in Section 4.

![Figure 3](image-url)

FIGURE 3. 26 stored alphabet. The characters \( z^v \), \( v = 1, 2, ..., 26 \) are listed from top to down and from left
to right. Each character is represented by a $10 \times 10$ grid matrix. Black and white squares indicate 1 and 0, respectively.

We now have $m = 26$ and $n = 100$. The network has 100 input nodes, the same number of output units, 10000 connection weights $W_i = \{w_{ik}\}$ and 100 thresholds $\theta_i$. To determine these parameters, we chose $\varepsilon = \exp(-9)$ and minimized the functional in (26) using the conjugate gradient method. We check the assumptions of Theorems 2, 3 and 4 based on the computed parameters. We chose $\rho = 0.4$ for $\varepsilon = \exp(-9)$. The quantity $\sqrt{\sum_{i=1}^{100} \left\| W_i \right\|^2}$ is 16.183 and the maximum of $\left\| W_i \right\|, i = 1, 2, \ldots, 100$ is 2.173. Hence, the contractive factor $\kappa$ in Theorem 2 is 0.658 which is smaller than 1. Since the left and right hand sides of (29) in Theorem 3 are 0.0078 and 4.5, respectively, the condition (29) is satisfied. The inequality (32) in Theorem 4 is also fulfilled, because the left and right hand sides of (32) are 1.4629 and 1.8, respectively.

First, we shall try the recognition of 80% random noised patterns:

![FIGURE 4. 80% random noised patterns. Each pattern is represented by a $10 \times 10$ grid matrix. Each square denotes a gray level.](image)

To make noised patterns, we chose a position at random from 100 pixels in each character, and put there a random number from 0 to 9. The 80% noised patterns above were made by repeating this procedure 80 times.

To check which domain of attraction each noised pattern is contained in, we computed two kinds of ratio

$$r_{-\nu}^\nu = \min_{i \in I_{\nu+}} \frac{W_i \cdot (\varphi_i(x) - x^\nu)}{\left\| W_i \right\| \cdot x^\nu - \eta_i}$$

for $0 \leq q \leq 10$ and $\nu = 1, 2, \ldots, 26$, where we have used $x^\nu$ in place of $x^{\nu-}$. If we have $r_{-\nu}^\nu \leq 0.4$ and $r_{+\nu}^\nu \geq -0.4$ for some $q$ and $\nu$, the noised pattern $x$ can be recognized as $x^\nu$.

In the table below, we list, for each noised pattern in the Figure 4, the recalling number $q$, two values $r_{-\nu}^\nu$ and $r_{+\nu}^\nu$ such that $r_{-\nu}^\nu \leq 0.4$ and $r_{+\nu}^\nu \geq -0.4$ are satisfied. The bottom in each box represents the recognized pattern $x^\nu$.

**TABLE 1**

<table>
<thead>
<tr>
<th>Identification of the Recalling Number</th>
<th>4</th>
<th>3</th>
<th>2</th>
<th>5</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>-0.010</td>
<td>0.083</td>
<td>0.287</td>
<td>0.060</td>
<td>0.002</td>
</tr>
<tr>
<td>B</td>
<td>-0.051</td>
<td>-0.326</td>
<td>-0.292</td>
<td>-0.230</td>
<td>-0.012</td>
</tr>
<tr>
<td>C</td>
<td>2</td>
<td>-0.200</td>
<td>2</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>D</td>
<td>0.329</td>
<td>0.250</td>
<td>0.064</td>
<td>0.045</td>
<td>0.002</td>
</tr>
<tr>
<td>E</td>
<td>-0.157</td>
<td>-0.066</td>
<td>-0.173</td>
<td>-0.142</td>
<td>-0.006</td>
</tr>
<tr>
<td>F</td>
<td>2</td>
<td>3</td>
<td>0.047</td>
<td>0.162</td>
<td>0.082</td>
</tr>
<tr>
<td>G</td>
<td>5</td>
<td>2</td>
<td>0.016</td>
<td>0.082</td>
<td>0.104</td>
</tr>
<tr>
<td>H</td>
<td>1</td>
<td>-0.176</td>
<td>-0.313</td>
<td>-0.026</td>
<td>-0.005</td>
</tr>
<tr>
<td>I</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>J</td>
<td>-0.009</td>
<td>-0.047</td>
<td>-0.176</td>
<td>-0.313</td>
<td>-0.026</td>
</tr>
<tr>
<td>K</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>L</td>
<td>0.132</td>
<td>0.001</td>
<td>0.013</td>
<td>0.018</td>
<td>0.024</td>
</tr>
<tr>
<td>M</td>
<td>8</td>
<td>4</td>
<td>0.001</td>
<td>0.013</td>
<td>0.018</td>
</tr>
<tr>
<td>N</td>
<td>-0.272</td>
<td>-0.005</td>
<td>-0.040</td>
<td>-0.031</td>
<td>-0.006</td>
</tr>
<tr>
<td>O</td>
<td>X</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>P</td>
<td>-0.002</td>
<td>-0.370</td>
<td>-0.133</td>
<td>-0.013</td>
<td>-0.002</td>
</tr>
<tr>
<td>Q</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>R</td>
<td>0.005</td>
<td>0.113</td>
<td>0.113</td>
<td>0.113</td>
<td>0.113</td>
</tr>
<tr>
<td>S</td>
<td>W</td>
<td>Y</td>
<td>Z</td>
<td>8</td>
<td>8</td>
</tr>
</tbody>
</table>

This table shows that all noised patterns in Figure 4 are recognized correctly.

We illustrate here the recalling processes for some noised pattern in Figure 4.
Figure 5 presents the situation that the target patterns are recalled by feeding output patterns back to the input layer successively.

The next simulation is done for the following 90% random noised patterns.

The results of recognition are shown below:

<table>
<thead>
<tr>
<th>TABLE 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Recognition results for 90% random noised patterns</td>
</tr>
<tr>
<td>---------</td>
</tr>
<tr>
<td>6</td>
</tr>
<tr>
<td>0.051</td>
</tr>
<tr>
<td>-0.263</td>
</tr>
<tr>
<td>A</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>0.129</td>
</tr>
<tr>
<td>-0.065</td>
</tr>
<tr>
<td>C</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>0.099</td>
</tr>
<tr>
<td>-0.070</td>
</tr>
<tr>
<td>M</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>0.015</td>
</tr>
<tr>
<td>-0.029</td>
</tr>
<tr>
<td>S</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>0.156</td>
</tr>
<tr>
<td>Y</td>
</tr>
</tbody>
</table>

The table 2 shows that three patterns failed to be recognized. Also the 7-th pattern was recognized as “C”. However, this failure is permitted because of the similarity of the characters “C” and “G”.

We illustrate below some examples failed to recall.

These results show that some noisy patterns in Figure 6 converge to spurious memory patterns which exist outside the extended domains of attractions.

From the results of Tables 1 and 2, we see that our autoassociative memory has a powerful recognition ability.

FIGURE 5. The recalling processes for some noised patterns in Figure 4.

FIGURE 6. 90% random noised patterns. Each pattern is represented by a 10 × 10 grid matrix. Each square denotes a gray level.

FIGURE 7. Examples failed to recall.
6. CONCLUDING REMARKS

We derived a cone-like domain of attraction for associative memories. The domain is much larger than the domain of attraction given in Niijima (1994) and Niijima (1995). The cone-like domain is similar to that obtained by partitioning the input space using the conventional hyperplanes. The domain includes only one associative pattern and any pattern in the domain is mapped by the network function into almost the associative pattern. This enables us to recognize noised patterns.

We also proposed a learning algorithm based upon our cone-like domain. The algorithm is a minimizing process for a functional which was derived along the principle that enlarges the cone-like domain.

Furthermore, we applied our theory to autoassociative memory networks, and derived larger domains of attraction than the original one.

In the simulation, an autoassociative memory network was constructed by using our learning algorithm based on the English alphabet. Its recognition ability is superior to that by the associative memory networks in Niijima (1994) and Niijima (1995).

Since our network contains only one nonlinear layer, a linear theory can be applied. Even if a network is of multilayer type, domains of attraction themselves can be obtained under associative conditions imposed on the final layer neurons of the network. However, these domains contain nonlinear functions and their shape is complicated. It is a future work to clarify such domains and to find out learning algorithms for multilayer networks.
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